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Abstract

Speech prosody, the melodic and rhythmic properties of a language, plays a crit-

ical role in our everyday communication. Researchers have identified unique

patterns of prosody that segment words and phrases, highlight focal elements in

a sentence, and convey holistic meanings and speech acts that interact with the

information shared in context. The mapping between the sound and meaning

represented in prosody is suggested to be probabilistic—the same physical

instance of sounds can support multiple meanings across talkers and contexts

while the same meaning can be encoded in physically distinct sound patterns

(e.g., pitch movements). The current overview presents an analysis framework

for probing the nature of this probabilistic relationship. Illustrated by examples

from the literature and a dataset of German focus marking, we discuss the pro-

duction variability within and across talkers and consider challenges that this

variability imposes on the comprehension system. A better understanding of

these challenges, we argue, will illuminate how the human perceptual, cogni-

tive, and computational mechanisms may navigate the variability to arrive at a

coherent understanding of speech prosody. The current paper is intended to be

an introduction for those who are interested in thinking probabilistically about

the sound-meaning mapping in prosody. Open questions for future research are

discussed with proposals for examining prosodic production and comprehension

within a comprehensive, mathematically-motivated framework of probabilistic

inference under uncertainty.
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1 | INTRODUCTION

How humans communicate their thoughts and intentions with each other is at the core of linguistic and cognitive sci-
ence research. One device that is at the speaker's disposal is speech prosody, a holistic impression of speech rhythm,
intonation, and timing. Even with the same set of words, a slight change of intonation contour can sometimes cause a
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dramatic change in meaning. For instance, a rise in pitch and an elongated syllable can mark emphasis as in “I LOVE
you” (not just liking you) versus “I love YOU” (not someone else) (Figure 1).

1. a. I LOVE you (not just “liking” you).
b. I love YOU (not someone else).1

There is now ample evidence suggesting that the information conveyed by prosody is processed online (i.e., in real
time), guiding listeners' interpretation of utterances. Speech rhythm and timing influence listeners' segmentation of
words (e.g., Baese-Berk et al., 2019; Breen et al., 2014; Cutler, 1990; Heffner et al., 2013; Mattys, 1997; Reinisch
et al., 2011b) and phrases (e.g., Carlson et al., 2001; Cutler, 2015; Frazier et al., 2006; Schafer et al., 2000; Snedeker &
Trueswell, 2003; Speer et al., 2011; Wagner & Watson, 2010), helping listeners to find linguistic structures in a continu-
ous speech stream. From the earliest stages of language development, prosody provides preverbal infants with auditory
envelopes that correspond to what are to be later perceived as words and phrases (e.g., Fernald & Mazzie, 1991; Graf
Estes & Hurley, 2013; Soderstrom et al., 2003).

Later in life, proficient listeners can also use the systematic patterns in intonational prosody to anticipate (and
potentially predict) incoming linguistic forms and meanings. For instance, English speakers who heard “Hand me the
green ball. Now, hand me the YELLOW …” often anticipatorily fixate on a yellow object of the same kind (i.e., a yellow
ball) more often than other yellow objects in the scene (e.g., Ito & Speer, 2008; see also Kurumada et al., 2014;
Tomlinson et al., 2017; Turnbull et al., 2017; Watson et al., 2008; Weber et al., 2006). This is taken as evidence that lis-
teners can anticipate a contextual contrast (e.g., the YELLOW ball, not the green one) signaled by a specific pattern of
intonation.

One major puzzle for empirical studies of prosody pertains to the probabilistic nature of the sound-meaning map-
ping (e.g., Calhoun, 2010). As we describe below, what we recognize as a coherent, meaningful pattern of intonation
(or “intonational category”) often has a rich internal structure involving acoustically heterogeneous exemplars
(e.g., Cole & Shattuck-Hufnagel, 2016). For instance, the contrastive focus on “(Hand me the) YELLOW …” can be pro-
duced with distinct acoustic details, depending on who said it, as well as its context and the talker's emotional state (Ito
et al., 2017, see also examples in Section 2.2). This category-internal heterogeneity and gradience are features with
which language users richly encode subtle shades of meanings (e.g., Gussenhoven, 1999; Ladd, 2008; Podesva &
Callier, 2015; Ward, 2019; Xu, 1997).

The very same features, however, make it difficult for us researchers to understand how successful communication
is even possible. The heterogeneity means that there is no one-to-one mapping between a cue (e.g., fundamental fre-
quency, henceforth f0) and an intonational category that signals a meaning (e.g., Arvaniti, 2019; Cangemi &
Grice, 2016). Further, talkers can vary widely in ways to express themselves via prosody. This is due partly to physiolog-
ical differences (e.g., vocal tract length correlating with height, Titze, 1989) and their linguistic backgrounds
(e.g., regional accents, Arvaniti & Garding, 2007; Cangemi et al., 2015; Clopper & Smiljanic, 2011; Grice et al., 2017;
McLarty, 2018). As a result, two instances of utterances that, in one talker, signal distinct intonational categories can
map onto a single category in another (for discussion see, Xie et al., 2021). Despite a long history of research, little is
known about how listeners can navigate this variability to achieve more or less categorical interpretation of meaning
conveyed via intonation (e.g., Arvaniti, 2019; Gussenhoven, 1999; Roessig et al., 2019).

FIGURE 1 Representative waveforms and f0 contours of morpho-syntactically identical statements differing in their information

structure. (a) “I LOVE you,” contrasting the verb with relevant alternatives (e.g., I do not like you, I LOVE you). (b) “I love YOU,”
contrasting the object with relevant alternatives (e.g., I do not love him, I love YOU). The contrastive elements are prosodically marked by a

sharp rise-fall in fundamental frequency
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The goal of this paper is twofold. First, we provide an overview of the variable (i.e., probabilistic) mapping between
sound and meaning in prosody—how it arises and how it impacts comprehension. Second, we focus on the nature of
inter-talker variability to discuss possible ways in which listeners may cope with the ambiguity in the cue-category map-
ping. To do so, we will examine data of German speakers collected by Grice et al. (2017). In their production experi-
ment, five different talkers produced three different target words under four different intended meanings. These talkers
are relatively homogenous in their age and general accent features, and yet their productions vary substantially along
several acoustic and phonetic dimensions (see Grice et al., 2017; Mücke & Grice, 2014). This dataset thus gives us a win-
dow into the nature of variability across different talkers.

What we aim to demonstrate in these discussions is the power of thinking probabilistically about prosody. The inher-
ent noise and variability in the prosodic productions make it unlikely that listeners recognize a meaningful pattern of
prosody by directly (or deterministically) mapping phonetic cues (e.g., f0) to abstract, intonational categories and then
to meanings. Instead, the framework for thinking probabilistically seeks to explain the process by treating the problem
as that of probabilistic inference, wherein listeners make sense of the ambiguous input by evaluating the observed cues
and their prior knowledge about how these cues are distributed over possible intonational meanings.

To illustrate, let us briefly consider an example of human perceptual judgments in a visual domain. Just as in the
auditory domain, the visual system must routinely navigate the noisy and variable perceptual information flooding the
retina and the brain. Under many circumstances, the bottom-up perceptual input itself is ambiguous and does not cate-
gorically separate two objects (e.g., a tree or a utility pole). A number of influential theories assume that it is the brain
that resolves the ambiguity (e.g., Gregory, 2015): it integrates the sensory signal into the prior probabilistic knowledge
to infer the likely source of the visual input (Bar, 2004; Kersten et al., 2004; Knill & Pouget, 2004). If it is a tree (or a util-
ity pole), what types of lines, contours, and shades should the visual system be perceiving? How likely is it to see a tree
(as opposed to a utility pole) in a given visual scene (e.g., Are you in a remote campsite in Norway or in a buzzing
neighborhood in Tokyo)? “Seeing” an image or an object, thus, is buttressed both by the signal and by the implicit
knowledge accumulated over relevant past experiences.

“Hearing” prosody, we argue, can also be productively understood as a probabilistic inference. Because of the ubiq-
uitous variability, the perceived phonetic cues alone seldom distinguish possible categories (and associated meanings)
in a deterministic manner. It is the brain that hypothesizes and then infers the category by combining the cues and the
knowledge of how different talkers would produce those cues under different circumstances. If the talker is expressing
a contrastive meaning, what types of pitch contours, syllable durations, and intensity values should the auditory system
be perceiving? How likely is it for the speaker to express the contrastive meaning (as opposed to other information sta-
tus of the referent) in a given discourse context?

To begin, in Section 2 below, we will provide a brief review of the previous work on prosodic variability and its rele-
vant sources and consequences for speech recognition. Section 3 will discuss possible ways in which within- and across-
talker variability might manifest itself in German talkers' productions of prosodic focus marking. Section 4 will present
a probabilistic inference approach that considers the variable cue-category mapping in the prosodic input across talkers.
Section 5 will summarize the discussions and present future directions.

2 | LACK OF INVARIANCE AND FORM-MEANING MAPPING IN THE
PRESENCE OF TALKER VARIABILITY

2.1 | Sound-meaning mapping in encoding of prosody

In this section, we will provide an overview of the sound-meaning mapping, as well as its inherent variability. We note
that providing a fully-fledged review of the relevant research in the domain of prosody goes beyond the scope of this
paper. Interested readers should consult recent comprehensive summary articles and volumes (e.g., Cole, 2015; Cole &
Shattuck-Hufnagel, 2016; Cutler, 2015; Dahan, 2015; Ladd, 2008; McQueen & Dilley, 2020; Speer & Ito, 2009;
Wagner & Watson, 2010). Here we instead aim to paint a holistic picture of what constitutes the sound-meaning map-
ping in prosody and what it means for such a mapping to be “probabilistic.”

As we noted above, speech prosody is an amalgam of sound features creating a holistic impression of speech.
Among the levels of speech hierarchy, prosody is often characterized as suprasegmental, meaning that relevant repre-
sentations sit on top of smaller atomic units (i.e., segments such as vowels and consonants). This distinction between
segmental and suprasegmental also pertains to different meanings conveyed. While segments commonly distinguish
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words (e.g., /p/ig vs. /b/ig), suprasegmental features often convey additional information such as phrasal boundaries
(e.g., “Tap the frog with the pen” can be parsed as “Tap the frog j with (= by means of) the pen” or “Tap j the frog with
(= in possession of) the pen”), utterance-level prominence (e.g., information status and focus), and speech acts
(e.g., question vs. statement). Note, however, that the precise roles suprasegmental features play can vary widely across
languages (Jun, 2005). Moreover, processing of segmental and suprasegmental representations is mutually constraining
(e.g., Dilley et al., 2010). It suffices to say, for the current purposes, that a given prosodic representation can span units
of varying sizes, from a single syllable to an entire utterance, and the meaning that is conveyed can go beyond lexical
identities.

Although some accounts assume a direct mapping between the sounds and their meanings/functions (e.g., Cooper
et al., 1985; Fry, 1955; Xu, 2006), many accounts of intonational speech prosody posit intermediate, phonological repre-
sentations that usefully group together sound patterns that convey a coherent meaning (e.g., Ladd, 2008;
Pierrehumbert, 1980; Pierrehumbert & Hirschberg, 1990). For instance, the prosodic emphasis placed on the words
“love” and “you” in Figure 1 is considered to be phonologically equivalent, conveying the meaning of highlighting a
contextually relevant contrast. Here and thereafter, we refer to these representations as (intonational) categories and
their phonetic features as cues.2 A cue can be an absolute value along a given phonetic dimension (e.g., f0, duration,
amplitude) or a relative value with respect to a particular linguistic landmark (e.g., alignment between a pitch peak and
a lexically stressed syllable).

Here, we adopt a particularly influential framework, the “autosegmental metrical (AM)” framework and its nomen-
clature to illustrate the architecture often assumed for productions of intonation in languages like German and English
(Arvaniti, 2017; Grice et al., 2005; Ladd, 2008; Pierrehumbert, 1980; Silverman et al., 1992, for typologically diverse lan-
guages see Jun, 2005). In the AM framework, an intonational structure is considered to include a succession of tonal
targets (such as H(igh) and L(ow)) which systematically co-occur with structural landmarks, resulting in categories also
known as “tonal events”. There are two cross-linguistically common types of tonal events that are thought to character-
ize a more holistic structure of intonation. The first type is called pitch accent—a tonal event that is associated with a
lexically stressed syllable. In Figure 2, the stressed syllables in “hand” and “yellow” receive pitch accents (e.g., as anno-
tated as H* and L+H*), that mark these lexical items as prominent. The second type is called edge tone (or boundary
tone as annotated as L % or H %)—a tonal event that occurs at the edge of a constituent.

The contrast between the two types of pitch accents, “H*” (an acute rise in pitch) versus “L+H*” (a steep pitch rise
followed by a fall), constitutes one of the most widely studied examples of tonal targets and their meanings conveyed in
context (e.g., Calhoun, 2004; Dilley et al., 2005; Ito et al., 2017; Ito & Speer, 2008; Pierrehumbert & Hirschberg, 1990;
Tomlinson et al., 2017; Watson et al., 2008; Weber et al., 2006). These studies richly document that listeners are sensi-
tive to the differences in the shape of pitch movements and can often rapidly and successfully arrive at different mean-
ings (i.e., narrow focus vs. contrastive focus). In the first utterance of Figure 2, the word “yellow” simply modifies the
ball whereas in the second utterance it highlights a contextual contrast (e.g., “yellow not green”).

As the labels such as “H(igh)” or “L(ow)” suggest, tonal events (both pitch accent and edge tones) are inherently rel-
ative and proportional rather than absolute (Pierrehumbert, 1980). More specifically, these events are defined with
respect to local f0 “peaks” or “valleys,” whose specific phonetic values depend on varying factors, such as the degree of
emphasis of a stressed syllable or its position in the utterance. Figure 3a demonstrates this heterogeneity (originally

FIGURE 2 Representative waveforms and f0 contours of “Hand me the yellow ball” differing in its information structure. (a) An answer

to “What ball do you need?”, rendering “yellow (ball)” as narrow focus. In this case, the constituent is marked by a (down-stepped) H*,

characterized by a shallow rise of f0. (b) An answer to “Do you want me to hand you the green ball?”, rendering “yellow” as contrastive
focus. In this case, the constituent is marked by an L+H*, characterized by a steep rise in f0 to a high target and a sharp fall
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included in the now classic work by Liberman and Pierrehumbert (1984), and subsequently incorporated into Ladd and
Morton (1997)). The f0 contours depicted are considered instances of the “same” intonation pattern, “with variation in
the pitch range signaling different degrees of emphasis independently of what is conveyed by the choice of intonation
pattern” (Ladd & Morton, 1997, p. 313). Even within the same talker, peaks form a range, and so do valleys.

Further, to produce a coherent intonation consisting of multiple tonal events, talkers must sequence these underly-
ing peaks or valleys by connecting them via interpolation of phonetic cue values while adhering to other, more global
language-specific constraints (Pierrehumbert, 1980). For instance, it is well known that an English talker's vocal pitch
starts higher at the onset of an utterance, and gradually decreases during speech (e.g., declination for gradual narrowing
of a pitch range, and downstepping for more categorical shifts in a baseline) (e.g., Cohen et al., 1982; Grice, 1995;
Gussenhoven & Rietveld, 1988; Ladd, 1988). Importantly, these changes occur simultaneously but independently of falls
and rises of f0 that indicate peaks and valleys. Consequently, different peaks at different points in an utterance would
likely vary in their absolute pitch height, as can be seen in Figure 3b.

In a nutshell, an intonation contour can consist of multiple tonal events, each of which groups together phonetic
cues and then connects these cues to meanings in context. While these tonal events are often posited as distinct and dis-
crete, their phonetic realizations are inherently variable and continuous. In extreme cases, given instances of a “high”
tone and a “low” tone have the same objective f0 values. This heterogeneity, as we will discuss further below, is com-
pounded by lexical identities and linguistic contexts (Cole, 2015) as well as extralinguistic differences originating from
talkers (e.g., pitch range differences between male vs. female, Bishop & Keating, 2012), speaking styles (e.g., child-
directed vs. adult-directed speech, Dilley et al., 2014; Foulkes et al., 2005), and social identities of talkers (e.g., “uptalk,”
Warren, 2016). It is these sources of variability that make the mapping between phonetic cues and phonological catego-
ries “probabilistic” from the listeners' point of view, which we turn to next.

2.2 | Lack of invariance in the form-meaning mapping in prosody

Let us now consider how this variable category-cue mapping may affect the listener, whose goal includes recovering
intonational meanings intended by the talker. Because observed variations of cues can be due to many linguistic and
nonlinguistic causes, listeners must be able to distinguish phonetic cues that are indicative of underlying tonal events
from those that are indexical or incidental in nature (Arvaniti, 2019). This, however, is not a trivial problem for multiple
reasons.

First of all, the transmission of the speech signal is known to be perturbed by random noise and sensory uncertainty
generated by neural, articulatory, or auditory mechanisms (e.g., Adank, 2012; Adank et al., 2011; Feldman et al., 2009;
Jones et al., 2013; Summerfield, 1981; Summers et al., 1988). When the same talker produced the same utterance twice
under (hypothetically) exactly the same condition, the auditory signatories of the productions would hardly be identical.
Put differently, what listeners receive as the perceptual cues to an intonational category are rarely stationary. Rather,
they regularly form a distribution, where data points are clustered around a particular central tendency (e.g., a category
mean) with some amount of dispersion around it. When the speech signal is perturbed by multiple sources of noise, the

FIGURE 3 Two illustrations of the relative nature of f0 targets. (a) f0 contour for the same sentence spoken with “the same” intonation
in different pitch ranges. Adapted from Liberman and Pierrehumbert (1984). (b) Illustration of declination. A speaker's pitch range may fall

or rise during speech, independently of the falls and rises of f0. Adapted from John Coleman's website: http://www.phon.ox.ac.uk/jcoleman/

intonation.htm
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width of the dispersion (i.e., variance) expands, which results in increased uncertainty about which category was
intended by the talker.

Second, as we mentioned in Section 2.1 above, there are often multiple factors that vary cue-category mapping in a
more or less systematic, but not fully predictable, manner. Those include physiological features of talkers (e.g., vocal
tract length correlated with age and physiological features of talkers Titze, 1989) as well as their accent features
(e.g., Arvaniti & Garding, 2007; Clopper & Smiljanic, 2011; Holliday, 2019; McLarty, 2018; Mücke et al., 2009). For
instance, Arvaniti and Garding (2007) found that regional variants of American English can differ in terms of phonetic
realizations of pitch accents. Southern Californians, on average, show a pattern where their pitch alignment for the L
+H* accent is later compared to Minnesotans, and some Minnesotan talkers may lack the H* versus L+H* contrast
altogether. Further, prosodic features can be used to encode talkers' intended speech styles, social identities, and back-
grounds (e.g., Eckert, 2016; Grabe & Post, 2002; Halliday, 1967; Holliday, 2019; Podesva, 2011; Ponsot et al., 2018;
Warren, 2017).

To further complicate the picture, within a group that shares some prosodic features, talkers often show more ran-
dom, or idiosyncratic, differences (e.g., Cangemi et al., 2015; Cangemi & Grice, 2016; Chodroff & Cole, 2019; Dahan &
Bernard, 1996; Fuchs et al., 2015; Xie et al., 2021). Here we illustrate this with production data from five German
talkers' productions of utterances with either a narrow focus meaning or a contrastive focus meaning (Figure 4a, Grice
et al., 2017). The narrow focus is often used to highlight the information status of a referent as new (e.g., “Who does
Melanie want to meet?” “(Melanie wants to meet) Dr. Bahber”). On the other hand, the contrastive focus can present a
contrast between contextual alternatives (e.g., “(Melanie wants to meet) Dr. Bahber, not Dr. Schmidt”).

As discussed above, these focus meanings are often expressed via distinct intonational categories, which differ along
multiple cue dimensions. For simplicity's sake, we zoom in on a dimension called onglide, which is considered critical
in encoding the narrow versus the contrastive focus in German (Ritter & Grice, 2015). Onglide is a dynamic measure,
capturing the pitch movement leading toward the target on the accented syllable (Figure 4b). Figure 4c provides time-

FIGURE 4 (a) Example sentence of the speech materials used in Grice et al. (2017); (b) Schematic depiction of the tonal onglide

measurement for both rising and falling accents (adopted from Roessig et al., 2019); (c) Time-normalized, superimposed f0 contours for

narrow and contrastive focus displayed for each talker separately
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normalized, superimposed f0 contours for narrow and contrastive focus for each talker separately. Overall, with both
focus categories, pitch rises toward the stressed syllable and falls after reaching a local maximum. Exact ways to pro-
duce the focus categories, however, seem to differ across talkers.

Figure 5a summarizes distributions of onglide measures over 208 tokens produced by the five talkers. Utterances
produced under the contrastive focus meaning, compared to narrow focus meaning, exhibit an overall larger onglide
value. Evidently, however, the two distributions in Figure 5a show a great degree of overlap. A token with the onglide
value of five semitones,3 for instance, can be highly ambiguous between the two focus types.4 Figure 5b demonstrates
that this ambiguity is at least partly due to the fact that underlying distributions of onglide values vary across talkers.
Some talkers produce a greater magnitude of rises for both of the focus types (e.g., M1) compared to others (e.g., F3).
Some talkers are also more consistent in their encoding of the two meanings (relatively narrower variances, e.g., F3)
whereas others are more variable across instances of productions (e.g., F2).

Recall that an onglide value is inherently proportional to a contextually determined anchor point (Figure 4b). The
variability is therefore not attributable to baseline differences across talkers (e.g., male talkers typically having overall
lower base vocal pitch spanning a narrower pitch range). The data instead suggest that talkers are inherently variable
in how they produce the two focus types. This, in turn, creates uncertainty for the listener who must recover the
intended intonational categories and their meanings.

2.3 | Summary

Intonational meaning is conveyed via inherently relative and gradient signals, and their acoustic and phonetic realiza-
tions are perturbed by multiple sources of noise and variability. In particular, the significant talker-to-talker variability
renders the mapping between cues and intonational meaning nonstationary, that is, from a listener's perspective, the
precise correspondence between a phonetic cue value and its associated meaning keeps changing across talkers. This is
often called the “lack of invariance” problem in speech perception (e.g., Allen et al., 2003; Hillenbrand et al., 1995;
Liberman et al., 1967; Newman et al., 2001). A number of modern-day speech perception and spoken word recognition
models were developed to address this problem within the bounds of human perceptual and computational capacities
(e.g., Dahan et al., 2008; Foulkes & Hay, 2015; Kleinschmidt & Jaeger, 2015; Magnuson et al., 2020; Norris et al., 2015;
Pierrehumbert, 1994; Samuel & Kraljic, 2009).

Compared to phonemes that can be disambiguated in a lexical contrast, patterns of intonation that distinguish
meanings may perhaps be even more vulnerable to this problem because of the abstract and often gradient nature of
meanings. Listeners must navigate the variable cue-category mappings without clear feedback on which meaning the
talker must have intended even after the sentence is heard. In the sections below, we begin to explore a new approach
to this long-standing puzzle— How do listeners arrive at a coherent intonational meaning from variable and often ambig-
uous phonetic cues? To anticipate, a key to this puzzle can be found in how the human comprehension system makes a
smart (and educated) guess under uncertain conditions.

FIGURE 5 Cue distribution of Grice et al. (2017). (a) Histogram of the onglide measurement (in semitones) across all talkers illustrating

large overlap between focus categories (color coded). (b) Kernel density plots for all five talkers illustrating large variability in distribution

location, spread, and shape
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3 | DISTRIBUTIONAL ASSUMPTIONS AND GENERATIVE MODELS OF
PRODUCTIONS

3.1 | Three accounts on how to navigate talker variability in prosody

Before expounding our own proposal, let us consider existing accounts proposed to address the (subjective) invariance
in cue-category mappings in prosodic comprehension. To our knowledge, three classes of accounts have been put for-
ward in the literature.

1. Cue integration: A bottom-up, phonetic cue is bound to be ambiguous and is typically underspecified in its category
affiliation, especially when produced by multiple talkers. Listeners (and transcribers alike) resolve the remaining
ambiguity by integrating: (a) multiple acoustic/phonetic cues (e.g., Brugos et al., 2018; Cole & Shattuck-
Hufnagel, 2016)5; and/or (b) top-down information such as expectations about a metrical structure
(e.g., Calhoun, 2010), relative frequency, and predictability of lexical items (e.g., Cole et al., 2010; Roy et al., 2017)
and their meaning (e.g., Arvaniti, 2019).

2. Scaling/normalization: Talker variability can be, at least partially, removed by compensating for differences across
talkers (e.g., pitch range normalization, speech rate compensation; Diehl et al., 1980; Féry & Kügler, 2008; Francis
et al., 2006). Listeners would achieve invariance by continuously normalizing and scaling phonetic cues according to
contextual baselines derived, for example, from syllables upstream in an utterance (Brown et al., 2011, 2015;
Dilley & Pitt, 2010; Pitt et al., 2016; Reinisch et al., 2011a).

3. Learning/storage: Listeners may cope with the variability through storing talker- (and context-) specific patterns of
prosodic productions. They can represent and store heard exemplars (Hawkins, 2003; Schweitzer, 2019). They may
also learn underlying cue distributions (Kurumada et al., 2017) and/or the mapping between a category and a mean-
ing (Roettger & Franke, 2019) from episodes of language comprehension. They then retrieve these learned represen-
tations when they encounter the same talker/context.

These accounts are not necessarily mutually exclusive and can also work in parallel (Lehet & Holt, 2020). For
instance, listeners could apply the scaling/normalization over utterances produced by a particular talker and “learn” a
normalization constant (Baese-Berk et al., 2014). These classes of approaches, however, show intriguing conceptual
oppositions in terms of how listeners should deal with the variability in phonetic input. The cue integration account
assumes that listeners do not resolve variability seen for a particular cue dimension without leveraging other sources of
information. The scaling/normalization account assumes that listeners remove or discard the variability by perceiving
cues relative to an appropriate contextual baseline (McMurray & Jongman, 2011). The learning/storage account,
instead, expects listeners to track, and perhaps draw on, detailed information about the variability across different
talkers (e.g., Schweitzer, 2019; Smith & Hawkins, 2012). One major challenge that we face is thus to synthesize these
conceptually contrasting accounts and mechanisms to explain prosodic comprehension.

Our proposal is the following. The three accounts above are often built on different assumptions about the nature
and structure of talker variability (e.g., where and how talkers differ from one another). In other words, these are not to
be considered as three different solutions to the same problem. Each of them, we argue, presupposes and addresses a
distinct problem in relation to talker-variability. The first step toward synthesizing these accounts, therefore, is to
explore possible and actual ways in which talkers vary in their prosodic productions. To this end, we continue to examine
the example of German focus marking that we introduced above. We zoom in on two out of the five talkers and discuss
how the “probabilistic” mapping between phonetic cues and meaning might vary across talkers.6

3.2 | Models of productions

Figure 6 provides four different distributional representations of onglide measures produced by F3 (female) and M1
(male). All of them are plotted based on the identical set of production data, with different parameters or “distributional
assumptions” about the underlying talker variability. We call each of these representations a model of these two talkers'
productions. More specifically, we consider each of them as a separate generative model—a listener's mental model of
the process whereby an underlying focus type (i.e., coded as purple or green) generates the observed phonetic cue in
the context of these two talkers. This follows an influential research tradition in studies of perception and cognition, in
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which humans categorize perceptual data based on their beliefs about underlying distributions of each category
(e.g., Ng & Jordan, 2001). Below we consider these models one by one and explore how different models support the
three distinct accounts we listed above.

Before proceeding, an important terminological note is in order. Throughout the discussion below, we refer to each
of the purple and green representations as the narrow or contrastive “category.” This is defined as an empirical distribu-
tion of one or more phonetic cues, produced under an intended meaning (i.e., focus type). As such, it is not to be
equated with an intonational (phonological) category, such as H* or L+H* discussed above. A distributional category
we consider here can subsume multiple intonational categories as well as phonetic variations of each. For instance,
when a given talker produced more than one type of pitch accent under the contrastive focus meaning, the contrastive
focus category (i.e., plotted as a green distribution) includes cue values from these heterogeneous instances of produc-
tions. We take this approach to capture the full-range of phonetic and phonological variability observed for the two
focus types.7 We will return in Section 5.2 to the question of whether listeners derive an intonational meaning directly
from the phonetic cue distributions or through an intermediate level of intonational categories.

3.2.1 | Model 1: No talker specificity

The first model, arguably among the simplest one could think of, assumes no talker-specificity in ways that cues are
mapped onto categories (Figure 6a). It would simply keep track of onglide values of tokens for the narrow (purple) and
contrastive focus (green) categories and pool them together irrespective of who they came from. Each category is char-
acterized as a normal, or Gaussian, distribution centered around a specific mean value. The width (i.e., variance) of a
category is assumed here to be constant across the categories. In other words, there is only one parameter to

FIGURE 6 Kernel density plots illustrating four possible production models. (a) Production Model 1 (top left) assumes Gaussian

distributions generated based on the observed means and standard deviations for narrow and contrastive focus aggregated over F3 and M1 in

Grice et al. (2017) original dataset. (b) Production Model 2 (top right) assumes Gaussian distributions generated based on the mean observed

difference between categories in F3 and M1, as well as the talkers' grand means. (c) Production Model 3 (bottom left) assumes Gaussian

distributions generated based on F3 and M1's mean and standard deviation for both categories. (d) Production Model 4 (bottom right) is the

empirical (smoothed) distributions of F3 and M1 as observed by Grice et al. (2017)
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characterize the two categories, that is, the distance between the overall cue mean and a category mean. Intuitively, lis-
teners who have this model believe that (a) all the tokens were produced by a single talker or (b) all talkers' productions
are roughly the same in their underlying cue distributions.

Past accounts that deemed prosodic variability to be vast and insolvable at the phonetic level often pointed to this
type of significant category overlap. For instance, Arvaniti (2019) investigates two types of phonetically similar pitch
accents which are often assumed to be distinguished by the peak alignment. However, the pitch accents overlap in their
phonetic realizations and are not readily separable (see also Lohfink et al., 2019). Arvaniti (2019), then, argued that “(I)
nvariance on some phonetic dimension should not be considered essential or used as the main criterion for establishing
phonological categories” and reliable prosodic processing should also rely on the listener's knowledge of meaning con-
veyed in context. Even with contrasts that are considered perceptually highly separable (e.g., a rising vs. a falling tone
for expressing a question vs. a statement), empirical data often include many “in between” tokens deemed ambiguous
unless the identity of a talker is known (Xie et al., 2021). Findings such as these often undergird the argument that lis-
teners consider information sources other than phonetic cues to resolve prosodic ambiguity (i.e., the “cue integration”
view as summarized in Section 3.1).

3.2.2 | Model 2: Talker-specific cue means

The second model assumes that the production data consists of two distinct sets of distributions, each associated with
an individual talker. This model differs from Model 1 by one additional parameter, that is, a talker-specific cue mean
(= the mean of the two category means). The distance between the category means and the spread of the distributions
are assumed to be constant across the two talkers. Unlike those that have Model 1, listeners with Model 2 believe that
talkers can vary in terms of the overall levels of pitch excursion that they produce to encode the two focus types. Put dif-
ferently, these listeners evaluate a given onglide value relative to a baseline specific to each talker. In the current exam-
ple, M1 generally produces a greater magnitude of excursion than F3, and mid-range values depicted in Figure 6b are
therefore likely associated with the narrow focus if produced by M1 or the contrastive focus if produced by F3.

Past studies investigating scaling and compensation as a solution to talker-variability (often implicitly) presupposed
an underlying distribution as depicted in Model 2. In this view, successful categorization of the input would require
adjustments of overall baseline differences across talkers. This can be formalized as identifying the grand mean of a par-
ticular cue (e.g., onglide) for each talker, and aligning all talkers by subtracting these mean differences or scaling them
to a particular range.

In fact, recent neuroimaging studies have shown that signatures of intonation processing in the auditory cortex
directly reflected the encoding of speaker-normalized relative pitch (as opposed to absolute pitch) (Tang et al., 2017).
That is, intonation perception is normalized for a talker's mean pitch from an early stage of auditory processing. This
adds credence to the rich body of work showing talker-dependency of pitch perception as well as rate-dependent per-
ception of durational variables (e.g., Diehl et al., 1980; Dilley & Pitt, 2010; Miller et al., 1984). For instance, listeners can
perceive syllables of the same physical duration as “short” or “long” depending on their contextual speech rate and do
so in a manner contingent on a given talker's global speech rate (Baese-Berk et al., 2014; Reinisch & Maximilian, 2015;
but see Maslowski et al., 2019). Listeners are thus assumed to achieve perceptual invariance by Computing Cues Rela-
tive to Expectations (known as the “C-CuRE” model, McMurray & Jongman, 2011) in addition to their absolute values.

3.2.3 | Model 3: Talker-specific category means and variances

Model 3 in Figure 6c has two more parameters: it allows each category (and its distribution) to vary in their relative
location from the grand cue mean as well as the amount of spread around each mean. Tighter clustering (i.e., smaller
variances) indicates that tokens produced for a given category were relatively similar to one another, whereas looser
clustering (i.e., larger variances) indicates that there was a great deal of variability within a talker's productions. In the
case of the two talkers considered here, F3 was highly consistent when producing the onglide values for both of the
focus categories as compared to M1.

The degree to which the underlying distributions differ between Models 2 and 3 (i.e., with or without talker-specific
mean and variance values) can, and likely do, vary across individual talkers. Some talkers' productions resemble the
“typical” or “average” distributional structure assumed in Model 2 while others deviate from them more drastically.
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When talkers vary substantially from one another in terms of the distributional structure (i.e., both category means and
variances), the scaling/compensation process put forward under Model 2 becomes less effective. The cross-talker vari-
ability seen for F3 and M1 here exemplify such a case. Even after subtracting the grand cue mean of each talker, the
two sets of distributions in Figure 6c would not line up with each other as squarely as they would in Figure 6b. In other
words, there will be some amount of residual uncertainty even if listeners can compensate for baseline differences
across the two talkers.

The realization that talkers vary in their distributional structure led some researchers to advocate for the utility of
storing (and learning) separate talker (or talker-group) specific representations of the same speech category
(e.g., Chodroff & Wilson, 2017; Kleinschmidt & Jaeger, 2016; Xie et al., 2021). Such an approach becomes most instruc-
tive when listeners must deal with heterogeneous, and sometimes categorically distinct, ways in which phonetic cues
are mapped onto underlying categories. For instance, across variants or accents of English, a yes–no question can be
produced with a rising intonation (e.g., in American English) or with a falling intonation (e.g., in British English). To
accommodate such differences, compensating for baseline differences across talkers would not be sufficient. Listeners
would need to make (at least temporary) adjustments in phonetic and prosodic categorization by storing and learning
talker specific uses of phonetic cues to accommodate the cross-talker differences (for a related discussion in segmental
speech perception, see Kraljic & Samuel, 2007; Norris et al., 2003, 2016; Vroomen et al., 2007).

3.2.4 | Model 4: Talker-specific distribution functions

Model 4 is similar to Model 3 except that cues are not assumed to be normally distributed. The distributions, therefore,
are not characterized with a particular set of means and variances, and their overall shapes are strongly impacted by
characteristics of the individual tokens of input. Among the four models we consider here, Model 4 closely represents
the underlying, “true” distributions of the data with the highest fidelity. As we mentioned for Model 3, for some talkers
and categories, the distributions depicted under Model 4 could be qualitatively indistinguishable from those under
Model 2. For others, these two ways to capture the underlying distributions would present starkly different pictures. In
the current example, F3's productions of the narrow-focus and M1's productions of the contrastive focus show two
peaks (i.e., bimodality), which would not be captured under Model 2.

The more distinct talkers are from each other in their underlying distributional structures, the more effective it
becomes for the listener to learn and store details of the input produced by a particular talker. This resonates with the
core idea of the so-called “experience-based” approach in speech perception and spoken word recognition
(e.g., Foulkes & Hay, 2015; Goldinger, 1996, 1998; Johnson, 2006; Pierrehumbert, 1994). This approach assumes that lis-
teners store individual exemplars of speech input as part of episodic memory traces. For instance, listeners can store
various pronunciation patterns of accent features or other characteristics and retrieve the category-talker contingency
when they encounter the same talker (e.g., Goldinger, 1996; Nygaard et al., 1994; Pierrehumbert, 2001;
Schweitzer, 2012; Wade, 2007). Accumulating experiences with a talker (or a talker group) can thus contribute to faster
and more accurate retrieval of speech categories (Creel et al., 2008; Nygaard & Pisoni, 1998). Accounts vary in what
exactly is stored for later retrieval and whether any generalization can occur among the stored exemplars. Shared
among these experience-based accounts is the assumption that talker variability serves as an information source that
aids perception and comprehension rather than a source of noise to be discarded during processing (Creel &
Bregman, 2011; Creel & Tumlin, 2011).

3.3 | Summary

Traditionally, three distinct accounts have been given to explain how listeners may navigate the problem of talker vari-
ability in prosodic processing. In an attempt to synthesize these accounts, we have considered four possible generative
models that can be posited for the two focus types (Grice et al., 2017). We saw that the same set of data, derived from
two German talkers, can support each of the three accounts to different degrees depending on distributional assump-
tions and ways in which talkers are expected to vary from each other.

Surely, these four models are not meant to form an exhaustive list, and there are many other ways in which listeners
believe talkers to vary. The four models considered here nonetheless illuminated a key insight: the relative effectiveness
of an approach to overcome the talker variability in comprehension depends on the nature and structure of talker
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variability in production. If the underlying distributions from the two German talkers varied in a way reducible to dif-
ferences in their grand cue means or any other simple scaling factor (as assumed under Model 2 above), cue-based nor-
malization would effectively lead to perceptual invariance. Here, however, we observed that the two talkers also varied
in their distributional structures (as seen in Models 3 and 4). This predicts that effective categorization likely recruits a
mechanism that learns and stores characteristics of these categories for each talker beyond their overall cue mean.

An important, open question is: what do human listeners do? Which of these models do they have in mind when
they categorize prosodic input? Do they rely on normalization or do they learn to apply distinct distributional assump-
tions to each talker? In the next section, we propose an empirical approach to addressing these questions.

4 | THINKING PROBABILISTICALLY: LINKING MODELS OF
PRODUCTIONS TO MODELS OF COMPREHENSION

A major conceptual advantage of considering multiple generative models is that we can use these models to simulate
listeners' categorization judgments to be made under each of them. Comparing these simulated judgments against
human data will tell us about a type of internal model that listeners are likely entertaining when they categorize the
prosodic input. In this section, we provide an overview of how this can be done.

4.1 | Prosodic categorization as probabilistic inference based on an expected model of
cue distributions

We begin by considering a hypothetical scenario in which two German talkers (“Norman” and “Hilde”) encode narrow
versus contrastive focus multiple times, respectively. The left panels of Figure 7a,b represent distributions of onglide
measures for Norman and Hilde. As was seen with F3 and M1 in Section 3, these two talkers' productions are character-
ized with tighter and looser clustering around the category means: Norman shows a relatively smaller amount of cate-
gory overlap (Figure 7a) than Hilde (Figure 7b).

Now imagine a listener (“L”) received a token of prosodic input. For the reasons we discussed in Section 2, the percept
of the token is perturbed by various noise sources, and its link to an underlying category can vary across talkers and con-
texts. The best L can do, therefore, is to infer a category that is most likely to have generated the observed cue value
according to their implicit knowledge of an underlying production (i.e., generative) model. For example, L might believe
that they heard a pitch excursion corresponding to an onglide value of 2.25 (indicated with a circle along the x-axis in
Figure 7). L can then inferentially derive two probabilistic values: the likelihood with which the token is generated from
the narrow-focus category (i.e., the height of the purple curve) versus the likelihood with which the token is generated
from the contrastive-focus category (the height of the green curve).8 As shown in Figure 7a,b, these two values can be far-
ther apart from each other (say 76% vs. 24% for Norman, as in Figure 7a) or close together, (say 50%–50% for Hilde, as in
Figure 7b). All else being equal, wider distributions are more likely to overlap with each other. As a result, wider distribu-
tions likely result in, for any given onglide value, relatively closer estimates for the two underlying categories.

By relating the two likelihoods along possible onglide values (any point on the x-axis), one can derive a classification
function of the relative probability of any given onglide value being classified as a member of the contrastive-focus cate-
gory (the right panels of Figure 7a,b). Notice that the slope of the classification function is steeper for Norman
(Figure 7a) than for Hilde (Figure 7b). The shallower slope for Hilde means that L's judgments are expected to be over-
all more ambiguous for her productions than for Norman's (i.e., many onglide values are associated with probability
values close to 0.5). Importantly, the onglide value of 2.25 is more likely to be judged as a member of the contrastive-
focus category for Hilde than for Norman. We express the probability with which a given category is inferred based on
a cue value (in this case, onglide) as Pr(Contrast j Onglide). Here, Pr(Contrast j Onglide = 2.25) is higher for Hilde than
for Norman.

4.2 | Deriving ideal categorizations given the expected distributions of data

This way of reasoning laid out in 4.1 straightforwardly links L's implicit model of production with their inference in
comprehension. Past research has demonstrated that this inference-based approach can capture qualitative and
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quantitative characteristics of human speech categorization judgments (e.g., Clayards et al., 2008; Norris et al., 2008;
Theodore & Monto, 2019). Most importantly, this approach can explain, in a mathematically principled manner, why
the same physical token of input can be assigned to a different underlying category across talkers (and contexts) under
distinct generative models. We use this approach to predict categorization judgments expected under Models 1–3 from
Section 3.9 We will then compare the predictions against human judgment data on Grice et al.'s production data set
(reported originally by Cangemi et al., 2015).

4.2.1 | Comprehension of Model 1

Figure 8 represents the categorization function for L who assumes Model 1 (“L1”). The two underlying distributions are
characterized with wide variances and a large degree of category overlap (Figure 8a). As we noted in Section 4.1, this
category overlap predicts a relatively shallow categorization function (Figure 8b), that is, a larger amount of uncer-
tainty, for a greater number of tokens. That is, L1's judgment will not be particularly clear-cut in most cases.

4.2.2 | Comprehension of Model 2

Now consider a listener who assumes Model 2 (“L2”). L2 can represent the input from the two distinct talkers separately
in terms of their grand cue means (Figure 9a). While the two distributions are equivocal in terms of their ordinary rela-
tionships (e.g., larger onglide values for a contrastive than for a narrow focus), they vary in their baselines such that M1
produces overall higher onglide values for both categories compared to F3. With this knowledge, in their categorization
judgments, L2 can derive two distinct classification functions with distinct intercepts (with the same slope, Figure 9b).

FIGURE 7 Illustration of how classification functions change as a function of phonetic cue distributions. Classification values are

calculated by relating the probability of a certain onglide value being contrastive (the height of the green density curve) to the probability of

that value being either contrastive or narrow focus (the sum of the heights of both purple and green density curve). (a) Is a case of moderate

overlap in acoustic cues between categories, resulting in a steep classification curve (top right). The bottom panel (b) illustrates the case of

large overlap between categories, resulting in a flatter classification curve and a larger region of ambiguous cue values. Note that dependent

on the distributional overlap, the same cue value (here 2.25) is associated with more or less certainty regarding its classification; it likely

signals narrow focus in (a) but a coin toss in (b)
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Notice that each of the underlying distributions is characterized by a smaller variance than what was derived under
Model 1 (Figure 8a). This predicts steeper categorization functions for L2's judgments than those for L1. Put differently,
L2's judgments are expected to be more categorical as compared to those of L1. And tokens of intermediate values
(e.g., five semitones) are accurately associated with distinct meanings depending on a talker identity. This increased
accuracy expected for L2, in comparison to L1, is part and parcel of a benefit of scaling/compensation discussed in Sec-
tion 3. The more talkers differ in terms of their grand cue means, the more beneficial it is for L to consider such base-
line differences.

4.2.3 | Comprehension of Model 3

Finally, consider a listener who assumes Model 3 (“L3”). As in the case of L2, this listener applies two distinct catego-
rization functions for talker F3 and talker M1. Unlike in L2, L3 can learn and store the structure of the input distribu-
tions beyond the grand cue mean for each talker (Figure 10a). L3's categorization curves can therefore differ from
each other in both their intercepts and slopes (Figure 10b). In the current case of F3 and M1's productions, L3 would
derive a much steeper categorization function for F3 than for M1. In other words, L3 would experience a larger
amount of uncertainty in their categorization judgments in response to tokens produced by M1 than to those pro-
duced by F3.

FIGURE 8 Production Model 1 and its corresponding classification function. Classification Pr(Contrast j Onglide) is the probability of
the intended contrastive focus given a specific onglide value. High distributional overlap leads to a flat classification function corresponding

to high uncertainty about the intended category membership

FIGURE 9 Production Model 2 and its corresponding classification function. Classification Pr(Contrast j Onglide) is the probability of
the intended contrastive focus given a specific onglide value. Less overlap results in steeper classification functions which are shifted from

each other
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One caveat is that, compared to estimating the grand cue means (i.e., Ls), reliably estimating category means and
variances would require exposure to some (and likely a large number of) input tokens. In particular, correctly estimat-
ing a category variance would require more tokens than for estimating a category mean. Perhaps L3 may not be able to
form a model until they observe some (potentially a large number of) utterances from both talkers to represent how
consistently each talker would encode each of the focus categories. Further, L3's categorization likely relies more on
memory resources as compared to that of L2 due to the increased number of parameters required to characterize each
of the distribution categories for each talker. It is therefore an empirical question whether human listeners can, and in
fact do, derive distributional structure in this talker-specific manner.

4.2.4 | Human listeners' judgments

To gain insight into how human listeners responded to F3 and M1's productions, we examined categorization judgment
data derived from native German listeners (Cangemi et al., 2015). In this experiment, 20 native listeners were exposed
to production tokens one by one and asked to categorize them into one of four different focus categories: background,
broad focus, narrow focus, and contrastive focus.10 For the current purposes, we grouped the responses into two
broader classes, that is, the contrastive focus versus everything else and then computed the relative probability of the
contrastive focus category including the interaction between onglide values and talker identity (Figure 11).11

The resemblance between the prediction for L3 (Figure 11a) and the human data (Figure 11b) is striking.12 First of
all, human listeners did select distinct categories in response to the same onglide value for F3 and M1. Clearly, the cate-
gorization functions for each talker are steeper as compared to what is expected for L1. Second, and more specifically,
human listeners seemed to condition their categorization judgments according to the grand cue means for each talker.
To compare, tokens of onglide value of five semitones are more likely to be judged as part of the contrastive focus cate-
gory when they were produced by F3 than when produced by M1. Finally, and most importantly, human listeners
derived a steeper categorization function for F3 than for M1, which can be predictable based on the underlying distribu-
tional structure for the two talkers. As predicted for L3 but not for L2, human listeners experienced an increased amount
of uncertainty in their categorization judgments in response to M1's productions as compared to F3's.

4.3 | Summary

The fundamental assumption underlying the approach to thinking probabilistically is the uncertainty inherent to human
perceptual and cognitive judgments. Listeners can never directly observe the cue-category mapping intended by the
talker. And critically, the mapping is nonstationary, changing its precise correspondences across talkers and contexts.

FIGURE 10 Production Model 3 and its corresponding classification function. Classification Pr(Contrast j Onglide) is the probability of
the intended contrastive focus given a specific onglide value. Talkers differ in the overlap of their categories resulting in shifted classification

functions that differ in their slope. Note that the classification functions are not sigmoid because the distributions have different standard

deviations. The irrelevant slope is visually highlighted by transparency
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One way to navigate this uncertainty is to infer the intended cue-category mapping by integrating their implicit knowl-
edge about how cues are generally distributed over possible underlying categories in previously encountered tokens of
prosodic input.

With this approach, we predicted patterns of categorization judgments expected under each of the generative
models. The categorization judgments made by native German listeners were best simulated by a model that expects lis-
teners to represent the structure of cue distributions beyond the overall cue mean (i.e., L3, Figure 11b). This supports
the idea that, at least for the types of cues and categories we considered here, listeners learn and store distributional sta-
tistics characteristic to a particular talker to navigate the talker-variability in the input.

5 | WHERE TO NEXT?

The approach to thinking probabilistically leads to a number of new questions that can be empirically tested. Here we
discuss three that we believe provide fruitful avenues for future research.

5.1 | What is the trajectory of learning?

As we saw in Section 4, listeners' categorization judgments examined here were best modeled if listeners are assumed
to have access to talker-specific distributional statistics. However, much is unknown about the mechanisms with which
listeners come to acquire this knowledge. In particular, it is important to ask how the learning occurs and how quickly
listeners come to an accurate estimate of means and variances for a given category. If listeners must learn the distribu-
tional knowledge completely anew for each talker, and if the learning process requires a large amount of input, such a
process would be of little use in our actual linguistic communication. Listeners would keep mis-categorizing input until
talker-specific distributions for all relevant categories are correctly estimated. And the frequent mis-categorization
would predict a protracted learning period.

Empirically, however, the listeners seem to be able to accommodate talker-specific patterns of productions relatively
rapidly. In the case of the comprehension experiment by Cangemi et al. (2015) that we discussed in Section 4, listeners
were exposed to the five talkers for only 12 productions (3 target words � 4 focus conditions). This means that their
talker-specific categorization judgments must have been derived from this brief exposure. Logically, for the learning to
be rapid and effective, listeners must have a well-calibrated set of expectations as to where their learning begins, and/or
what constitute relevant parameters of the learning (Kleinschmidt & Jaeger, 2016). That is, listeners may anchor their
learning in a way so that a small number of tokens can usefully inform the talker-specific representations of prosodic
categories.

FIGURE 11 (a) Predicted categorization functions based on Model 3, where each talker's category means and variances are estimated

based on the production data. (b) Human categorization judgment data (derived from a four-alternative judgment participated by 20 native

listeners of German)
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Of relevance to this idea is a recent proposal that listeners begin with a general expectation for a prototypical talker
of a given language and adapt their expectation to characteristics of prosodic productions of a particular talker (Bosker,
2021; Kurumada et al., 2017; Severijnen et al., 2021; Xie et al., 2021). This would circumvent the need to learn distribu-
tional information from scratch in each encounter to a new talker. To test this, Xie et al. (2021) created an 11-step pro-
sodic continuum, ranging from clear statements (e.g., “It's raining.”) to clear questions (e.g., “It's raining?”). Two
groups of subjects were exposed to distinct input statistics where acoustically ambiguous items (from a mid-point along
the continuum) were disambiguated either as a question or a statement. After only 30 tokens of exposure, only 50% of
which were ambiguous, those two groups of subjects categorized novel ambiguous items differently to match the input
statistics (for similar findings in contrastive intonation and emotional prosody, see Kurumada et al. (2017) and
Woodard et al. (2021), respectively). This resonates with the idea of so-called “perceptual learning” in speech
(e.g., Norris et al., 2003; Samuel & Kraljic, 2009), whereby listeners constantly optimize their perception of speech cate-
gories according to recent exposure.

This preliminary evidence opens up a number of new questions. Chief among them are: Do listeners learn both
means and variances of the underlying distributions at the same time? How long does the learned knowledge of distri-
butions last? Can listeners track distributions for two talkers at the same time? Can we generalize learned patterns from
one person to another (or from one utterance type to another)? Answering these questions requires innovations both in
theoretical and methodological approaches to prosody. Related insights have only begun to be explored even in the
domain of segmental speech perception, where the importance of constant learning for stable perception has been long
acknowledged (e.g., Adank & Janse, 2009; Clopper & Pisoni, 2004; Eisner & McQueen, 2006; Idemaru & Holt, 2011;
Kraljic & Samuel, 2011; Nygaard & Pisoni, 1998). Determining the nature and bounds of learning supporting prosodic
comprehension, we believe, is a particularly important step for future theory building.

5.2 | How many cues does/should a listener track?

Another class of questions concern what can be stored as part of the listener's prosodic knowledge. Evidently, there is a
large number of cues as well as their combinations that listeners can in principle learn and store for a given talker.13 On
the other hand, benefits arising from storing these cues must be balanced against the costs of doing so. It would be
infeasible, or at least uneconomical, for the human memory system to store veridical details of all prosodic cues from
all tokens produced by all talkers without any decay or abstraction. How should listeners choose what to store and what
to do away with?

It is important to keep in mind that not all cues (or combination of cues) are equally useful in inferring an underly-
ing category (Liu & Holt, 2015). Some cues are more variable than others, and some of the variability may be orthogo-
nal to the dimension along which a talker separates categories in productions. To continue with the example of the
German narrow versus contrastive focus, there are many partially covarying cues besides onglide that listeners can pay
attention to. One prominent example is so-called tonal alignment: the timing of an f0 peak relative to a segmental land-
mark such as the accented vowel. Note that onglide and alignment are closely related. The former concerns the direc-
tionality and amount of f0 movements leading toward a local f0 peak while the latter focuses on the timing of the peak
(e.g., early vs. late) relative to a segmental landmark. They can, however, vary independently, and Grice et al. (2017)
did in fact report on both individually.

Figure 12 illustrates the distributions of the onglide measure (on the x-axis) and those of peak alignment (on the y-
axis) for all rising pitch accents. We can ask how informative (in Kleinschmidt's (2019) term) it is for listeners to track
multiple cues independently and together as multivariate distributions (for detailed discussion, see Xie et al., 2021). For
M1 and M2, the distributions of the alignment measures (plotted against y-axis) are largely invariant for the two catego-
ries (Figure 12b). In other words, learning and storing distributions of alignment would not add much discriminatory
power over underlying categories after onglide is considered. However, talkers such as F2 or F3 distinguished between
the two focus categories with both onglide and alignment (indicated with the oblongs in Figure 12b). For these talkers,
learning and storing distributions of alignment values is expected to make categorization judgments proportionally
more accurate.

One productive hypothesis is that listeners may have implicit knowledge about how informative each of these
phonetic cues may be and how the informativity can vary across talkers (Kleinschmidt, 2019).14 If so, they could track
and learn distributional information that is generally more diagnostic about the categories that they infer. This would
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reduce the overall amount of information to be stored in memory without sacrificing the robustness of
comprehension.

In addition, this logic can be extended to assess the utility of invoking an intonational category (e.g., an H* vs. an L
+H* pitch accent) during prosodic processing. We have so far postulated that listeners infer a meaning from phonetic
cue distributions (i.e., estimating Pr(Contrast j Onglide), read as the probability of the contrastive focus meaning given
a certain onglide value). It is, however, also possible that they first infer an intonational category from the cue distribu-
tions (e.g., Pr(L+H* j Onglide)) and then a meaning (e.g., Pr (Contrast j L+H*)). To what extent the intermediate step
adds to categorization accuracy is an empirical question, which now we can quantitatively assess in the current frame-
work (e.g., if two intonational categories are discretely separable in terms of their phonetic cue distributions, the inter-
mediate level becomes redundant and hence adds no information).

5.3 | What else do listeners need to learn for a specific talker?

In this paper, we focused our attention exclusively on the cue-category mapping and its across-talker variability. It,
however, goes without saying that there are many other sources of information that impact the listener's inference over
what the talker must have meant.

One of such sources is the a priori predictability, or “prior probability” assigned to a category that can be derived as
a result of the probabilistic inference. Put simply, listeners are likely expecting the talker to produce different meanings
at different rates. These differential probabilities estimated prior to receiving actual bottom-up input can serve as an
independent source of information to constrain the listener's inference. For instance, a contrastive meaning is relatively
marked (i.e., infrequent and less expected) as opposed to the meaning of “new” information conveyed by the narrow
focus. When listeners receive the input that is phonetically ambiguous, these prior probabilities bias them to infer a
meaning that is overall more frequent and likely (e.g., Roettger et al., 2019). The prior probabilities can be further cali-
brated across discourse contexts according to the knowledge shared by the talker and the listener, as well as a preceding
linguistic context. For instance, “Who did Sally see?” makes a narrow focus more likely for “Sally saw Bob” above and
beyond the fact that the narrow focus is overall frequent in conversation. In contrast, “Did Sally see Ted?” makes a con-
trastive focus more likely for “Sally saw Bob” despite the general rarity of the category.

Furthermore, listeners might also be sensitive to other types of variability in terms of the mapping between catego-
ries and meanings. It has been reported that different social and geographical varieties have different distributions of
accent categories over meanings. For example, African American Vernacular English has been shown to exhibit unique
prosodic features (Thomas, 2007, 2015), with an overall higher usage frequency of a contrastive focus accent with a

FIGURE 12 (a) Scatter plot and associated kernel density curves for the onglide measure and relative peak alignment within the

syllable for all talkers for rising pitch accents; (b) individual data points and corresponding data ellipses faceted by talkers
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wider range of functional meanings compared to the standard variant (McLarty, 2018). Also, even within a given vari-
ant, the same prosodic category might be more or less likely to support a given meaning across talkers: some may use a
particular type of pitch movement most exclusively for the contrastive meaning while others might show use patterns
that are more liberal or perhaps less canonical according to the standard usage (e.g., L2 learners' use of prosodic pro-
ductions, Jackson & O'Brien, 2011).

Recent work has begun to show that listeners are in fact capable of tracking and adjusting the mapping between an
intonational category and its meaning in a talker-specific manner (Roettger & Franke, 2019; Roettger & Rimland, 2020).
When a given talker's productions of contrastive focus are not reliable (i.e., not consistently signaling a contextual con-
trast), listeners rapidly down-weight the intonational information and cancel the inference even when they hear the pitch
movement that is usually tied to the contrastive meaning. All in all, listeners do seem to condition their comprehension
of speech prosody on who produced the input. Future work must address how such talker information may be registered
and stored (e.g., at different neural substrates in speech processing) for effective communication.

6 | CONCLUSION

This paper aimed to lay a foundation for a probabilistic approach to prosodic processing, outlining possible ways in
which listeners might navigate the (subjective) invariance between them. The example case of the categorization of Ger-
man narrow versus contrastive focus marking demonstrated that listeners would likely benefit from representing distri-
butional statistics for the categories as well as the grand cue means for each talker. A future follow-up to this
observation should consist of two steps: (1) collecting more data to accurately estimate the distributional structure
(including “covariation” with other factors such as talker groups and contexts) in productions and (2) testing whether,
and if so, how listeners can learn and adapt to the different means and variances observed in the data.

The logic developed here for the cross-talker variability can be extended to other sources of variability
(e.g., linguistic and discourse context, social register, speech style). The core contribution of the approach to thinking
probabilistically is thus to connect the variability in production to mechanisms supporting comprehension. This
approach galvanizes us to carefully examine the knowledge of variability that listeners may have and how they use it in
probabilistic inference. Doing so will bring us one step closer to answering one of the pertinent questions in cognitive
science: How do humans understand each other through the inherently gradient and variable channel of spoken
language?
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ENDNOTES
1 All corresponding data, scripts, and sound files that were used to generate figures in this manuscript, are publicly
available here: https://osf.io/b75q9/.

2 There is a long history of debate in the field of intonational speech prosody about the exact nature and number of
intonational categories to be posited for a given language (e.g., Arvaniti, 2019; Breen et al., 2012; Ladd, 2008; Syrdal &
McGory, 2000; Wightman, 2002) and across languages (e.g., Jun, 2005; Fery, 2017; Gussenhoven & Chen, 2021). We
cannot exhaustively review the debate here. Note though that our approach to thinking probabilistically developed in
this article is agnostic to the number of categories for the reasons we elaborate on in Section 3.1.

3 A semitone is the smallest interval used in classical Western music. One semitone is equal to a twelfth of an octave or
half a tone.

4 This type of category overlap has been observed across intonational categories. For instance, Arvaniti (2019) dis-
cussed two bi-tonal accents, L+H* and L+<H*. Although they are often thought of as distinguishable from one
another in their pitch peak alignment (i.e., alignment between a local maximum of f0 and a lexically determined
stressed syllable), their phonetic realizations show overlapping distributions (see also Lohfink et al., 2019). Cangemi
and Grice (2016), too, provided a similar observation for intonational categories that are typically considered as disso-
ciable in terms of both forms and meanings (e.g., question vs. statement intonations in Neopolitan Italian. For a simi-
lar finding for questions vs. statements in English, see Xie et al., 2021). Across languages, empirical studies have so
far shown that categories rarely “underlap” (= having no overlap) prior to incorporating talker identities.

5 The same logic applies to perception of gradient features such as loudness. Past research has found that human per-
ception of loudness results from an integration of different acoustic dimensions such as frequency ranges
(e.g., Fletcher & Munson, 1933; Plack & Carlyon, 1995; Suzuki & Takeshima, 2004), signal durations (e.g., Olsen
et al., 2010; Seshadri & Yegnanarayana, 2009; Turk & Sawusch, 1996), and periodic structures (e.g., Bao & Panahi,
2010; Hellman, 1972).

6 We wish to acknowledge two caveats. First, for simplicity's sake, we will continue to focus on onglide as a phonetic
dimension crucial to separating the two focus types of our interest. We will come back to this assumption in Section 5
and discuss how the argument we make based on onglide can generalize to other cues or to a combination of cues.
Second, the distributional statistics (e.g., category means and variances) that we examine for the two talkers are esti-
mated from a relatively small data set. Each sentence was produced by each talker seven times across three different
target words, so our estimates are based on maximally 21 observations. To accurately estimate phonetic cue distribu-
tions associated with a given category produced by a given talker, we would ideally want more data in terms of both
type and token frequencies of items. However, how much data we would need is an empirical question, and we deter-
mined that the current dataset is (a) representative of typical production studies in this area, and (b) large enough for
illustrative purposes.

7 For a related discussion about empirical, perceptual units of perception vs. linguistic units of analysis, consult Sam-
uel (2020). Our discussion here is inspired by his approach to considering the perceptual system as omnivorous—“if
the input consistently includes a particular pattern, that pattern can be learned as a “chunk,” and such chunks will
be used to recognize speech.” And these chunks do not always straightforwardly correspond to linguistic units such
as phonemes or allophones. Likewise, we assume that any recurrent pattern in the prosodic input can form a category
as long as it is informative about the latent structure that links an intended meaning and its phonetic realizations.
These patterns can, but do not have to, correspond to the phonological units of intonational categories that were pro-
posed originally to describe a structure of language.

8 In a Bayesian framework of inferences, which we have assumed so far, L is integrating these estimates into their esti-
mates of prior probabilities of the categories. In this current example, prior probabilities are conceptualized as
Pr(Contrast) and Pr(Narrow), that is, how likely it is for the talker to produce each of these categories a priori.
Depending on contextual and talker-specific information, L might a priori assign different probabilities to these two
categories. For simplicity's sake, we assume in the current demonstration that these prior probabilities are uniformly
distributed across the categories. We come back to this point in Section 5.3.

9 Because the inference mechanism explained here assumes that an underlying distribution is Gaussian, we cannot
straightforwardly apply it to Model 4. While it is possible to fit a model without the assumption of normal distribu-
tions, we do not attempt to do so in the current demonstration.
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10 “Background” here corresponds to a scenario where an entire sentence provides information that is “given.” “Broad
focus” constitutes an utterance that presents an entire proportion as new information (in response to a question such
as “What happened?”).

11 The four alternative forced choice format was chosen based on the original study's research question, which is differ-
ent from our main question here. For exposition purposes, this paper has assumed a simplified scenario in which
there are only two alternatives (e.g., Is the token part of the contrastive vs. the narrow focus category?). We note that
future examination of this and related predictions can include a simpler, two-alternative task that is conceptually
more consonant with the distributional assumptions we have put forward here (e.g., two alternative forced choice
judgments).

12 At first glance, the two sets of categorization functions might look rather different. In particular, the slopes derived
from the human data (Figure 11b) are shallower than those predicted by Model #3 (Figure 11a). In general, this indi-
cates that human listeners' judgments reflect a greater degree of uncertainty in relating the perceived prosodic cues to
underlying categories. The difference can be ascribable to the following four sources. First, as we mentioned in Foot-
note 10, the model prediction considers choices between two categories whereas human listeners were given four
alternative choice options. It is reasonable to assume that the task for humans was inherently more complex, leading
to a greater amount of uncertainty in their judgments. Second, whereas the model only considers onglide as a cue to
the categories, human listeners would have access to a large number of other cues in the prosodic input. As we dis-
cuss in Section 5, other acoustic/phonetic cues could signal a category membership more or less reliably, and human
responses could be influenced by them. Third, more generally, human judgments are susceptible to attentional lapses
and perceptual noises. In contrast, the model's categorization judgments are free from such attentional and percep-
tual limits, which makes them overall more categorical. Finally, the categorization functions for humans represent
an average of responses from 20 participants. Individual differences between across individuals would add to the
overall uncertainty.

13 A topic of importance that we are not discussing in depth here is the existence and degree of individual differences
across listeners. Roy et al. (2017), for instance, tested 32 monolingual, native listeners of American English on their
judgments of prosodic boundaries and prominence. They found that these listeners, as well as trained annotators,
tend to rely on a similar set of cues while magnitudes with which each cue influences their judgments varied substan-
tially across listeners. A theory of possible ways to navigate the lack of invariance problem must encompass this vari-
ability on the listeners’ side as well.

14 In addition to the “increase” of onglide values, we discussed for the two focus types, at least some German talkers
produce falling pitch accents, the distribution of which depends on the intended focus category. The relationship
between categorical and gradient variation in intonation is, however, outside the scope of the present paper. See
Roessig (2021) for a detailed discussion and modeling attempt.
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