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Within quantitative phonetics, it is common practice to draw conclusions based on statistical significance alone.

Using incomplete neutralization of final devoicing in German as a case study, we illustrate the problems with this

approach. If researchers find a significant acoustic difference between voiceless and devoiced obstruents, they con-

clude that neutralization is incomplete; and if they find no significant difference, they conclude that neutralization is

complete. However, such strong claims regarding the existence or absence of an effect based on significant results

alone can be misleading. Instead, the totality of available evidence should be brought to bear on the question.

Towards this end, we synthesize the evidence from 14 studies on incomplete neutralization in German using a

Bayesian random-effects meta-analysis. Our meta-analysis provides evidence in favor of incomplete neutralization.

Weconcludewith some suggestions for improving the quality of future research on phonetic phenomena: ensure that

sample sizes allow for high-precision estimates of the effect; avoid the temptation to deploy researcher degrees of

freedom when analyzing data; focus on estimates of the parameter of interest and the uncertainty about that param-

eter; attempt to replicate effects found; and, whenever possible, make both the data and analysis available publicly.

� 2018 Elsevier Ltd. All rights reserved.
1. Introduction

Theories of speech communication and its cognitive under-
pinnings are increasingly shaped by experimental data and
quantitative analyses. Ideally, our theories progressively grow
and change with accumulating empirical evidence. The evi-
dence provided by a single study, however, is limited to the
applied method and the particular sample. Its results are prone
to random statistical fluctuations and its interpretation is
dependent on methodological and analytical choices. To
assess the evidence that a single study can provide, we need
a good understanding of statistical theory and inference. There
are several specific aspects of statistical analysis, which,
despite having received little attention in our field, researchers
need to be aware of when carrying out statistical inference.

Beyond statistical assessments of a single study, we can
assess the robustness of a phenomenon by synthesizing evi-
dence across many studies. One technique that allows us to
synthesize evidence is meta-analysis, which is a quantitative
summary of the results of multiple studies. Here, we apply this
technique to a representative phenomenon from the speech
production literature which has already fueled fruitful discus-
sions surrounding methodological and analytical practices in
phonetics in the past: incomplete neutralization of final
devoicing.

1.1. Final devoicing and incomplete neutralization

Final devoicing is a common phonological alternation in the
world’s languages. For example, languages such as Catalan,
Dutch, Polish, Russian, Turkish, and German contrast voiced
obstruents intervocalically but neutralize the contrast syllable
or word finally in favor of voiceless obstruents, as in the follow-
ing German examples (cf. 1–2):
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(1) Rad [ʁaːt] ‘wheel’; Räder [ʁeːdɐ] ‘wheels’
(2) Rat [ʁaːt] ‘council’; Räte [ʁeːtə] ‘councils’

In intervocalic position, the voicing contrast of oral stops can
be manifested by different acoustic dimensions, such as the
preceding vowel duration, glottal pulsing during the closure,
closure duration, and voice onset time (e.g., Lisker, 1986), with
voiced stops exhibiting longer preceding vowels, more glottal
pulsing during the closure, a shorter closure duration, and
shorter (or negative) voice onset time. The term neutralization
implies that the acoustic form of the alveolar stop in Rad [ʁaːt]
‘wheel’ is identical to the alveolar stop in Rat [ʁaːt] ‘council’,
resonating with ear-phonetic assessments of traditional lin-
guistic descriptions (Jespersen, 1920; Trubetzkoy, 1939;
Wiese, 1996).

However, numerous experimental studies have argued that
there are small acoustic and/or articulatory differences
between words such as Rad and Rat, suggesting that in Ger-
man, this neutralization is in fact incomplete (Charles-Luce,
1985; Dinnsen & Garcia-Zamor, 1971; Fuchs, 2005;
Greisbach, 2001; Grawunder, 2014 Mitleb, 1981; Port &
O’Dell, 1985; Port & Crawford, 1989; Roettger, Winter,
Grawunder, Kirby, & Grice, 2014; Smith, Hayes-Harb, Bruss,
& Harker, 2009; Taylor, 1975). Importantly, the direction of
the difference resembles the non-neutralized contrast; for
example, vowels preceding voiceless stops tend to be shorter
than vowels preceding devoiced stops. The magnitude of the
difference, however, is much smaller. For example, Port and
Crawford (1989) report a vowel duration difference of approxi-
mately 1–6 ms between devoiced and voiceless stops in Ger-
man, while Warner, Jongman, Sereno, and Kemps (2004)
report a difference of 3.5 ms in Dutch (in comparison to sub-
stantially larger vowel duration differences found in non-
neutralized contexts in German ranging from 24–41 ms; see
Mitleb, 1981; Fuchs, 2005; Roettger et al., 2014). Beyond sub-
tle differences in production, these acoustic differences can be
perceptually recovered by listeners with above-chance accu-
racy (e.g., Kleber, John, & Harrington, 2010; Port & O’Dell,
1985; Port & Crawford, 1989; Roettger et al., 2014).

Many scholars have acknowledged the evidence for incom-
plete neutralization and proposed several ways to implement
this phenomenon in formal models of phonological representa-
tions (e.g., Charles-Luce, 1985; Dinnsen & Charles-Luce,
1984; Van Oostendorp, 2008; Port & O’Dell, 1985). These for-
mal accounts challenged several assumptions of contempo-
rary phonological models, leading Port and Crawford (1989,
pp. 10–15) to claim that incomplete neutralization poses “a
threat to phonological theory” (see also Port & Leary, 2005).
More recent accounts to incomplete neutralization are rooted
in psycholinguistic models of lexical organization, suggesting
that incomplete neutralization is an artifact of lexical co-
activation (Ernestus & Baayen, 2006; Kleber et al., 2010;
Roettger et al., 2014; Winter & Roettger, 2011).

Others scholars have remained skeptical regarding incom-
plete neutralization, crucially fueled by a few studies that did
not find evidence for it (Fourakis & Iverson, 1984; Inozuka,
1991; Jessen & Ringen, 2002; Piroth & Janker, 2004). Studies
on incomplete neutralization have also attracted serious criti-
cism on methodological grounds (Kohler, 2012; Manaster-
Ramer, 1996; Roettger et al., 2014), leading some researchers
to disregard it as a methodological artifact (e.g., Kohler, 2007,
2012). For example, it has been argued that incomplete neu-
tralization is an orthographically induced contrast, where
speakers are thought to perform an “artificial” hypercorrection
based on the written language (e.g., Fourakis & Iverson,
1984; Manaster-Ramer, 1996). This concern has been tackled
by more recent studies, showing that incomplete neutralization
is also obtained when participants do not encounter ortho-
graphic input (e.g., Roettger et al., 2014).

It has also been argued that early studies on incomplete
neutralization have recorded German-speaking populations
with high proficiency in English, which is a potential problem
because English preserves the final voicing contrast (e.g.,
bad vs. bat, bed vs. bet) (Kohler, 2007; Winter & Roettger,
2011). However, many later studies used German speakers liv-
ing in Germany and report similar effect sizes (Grawunder,
2014; Roettger et al., 2014).

It is safe to say that incomplete neutralization is a polarizing
phonetic phenomenon. One camp of scholars interpret the
available evidence in favor of incomplete neutralization, with
important implications for models of speech production and lin-
guistic representations, while others interpret the available evi-
dence as either insufficient or pointing towards incomplete
neutralization being a methodological artifact. The latter posi-
tion has led to productive methodological debates, not only rais-
ing awareness for important aspects of experimental design,
but also drawing attention to important conceptual issues
regarding statistical inference beyond the observed data.

Incomplete neutralization is a prime example to discuss sta-
tistical misinterpretations due to several reasons. First, incom-
plete neutralization effects have been reported to be rather
small, making an accurate estimate of the effect particularly
important for scientific conclusions. Second, incomplete neu-
tralization studies commonly use multiple acoustic and/or artic-
ulatory measures to test one (alternative) hypothesis, namely,
devoiced stops are different from voiceless stops. However,
the results from statistical tests are generally not corrected
for multiple comparisons (using, for example, the Bonferroni
correction). And third, the incomplete neutralization literature
has a history of publishing null results, which led to several
(conceptual) replication attempts.

All in all, the literature on incomplete neutralization is a rep-
resentative area of phonetic research which has already been
a source of methodological debates. We aim at continuing this
tradition and use incomplete neutralization to discuss impor-
tant aspects of statistical analyses and misconceptions that
need to be taken into account when drawing inferences that
go beyond the observed data. It is important to emphasize that
incomplete neutralization only serves as a representative
example for common practices in phonetic research. Both
the misconceptions we discuss and the strategies to avoid
potential analytical pitfalls generalize towards other areas of
phonetics as well as the sciences in general. We further use
the available evidence in the literature to assess the robust-
ness of the phenomenon via a meta-analysis, a powerful sta-
tistical procedure for combining data from multiple studies
that is standard in other fields. Our meta-analysis suggests
that (i) incomplete neutralization is robust across the available
data in the literature, (ii) there is insufficient evidence support-
ing the claim that previously mentioned potential confounds
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cause incomplete neutralization, and (iii) some of the often
cited earlier studies did not have sufficient evidence to con-
clude whether neutralization is or is not complete.

The paper is organized as follows. In Section 2, we discuss
common statistical misconceptions related to phonetic
research in general, and incomplete neutralization in particular.
Next, in Section 3, we motivate the meta-analysis as a way to
synthesize empirical evidence. Section 4 describes the selec-
tion process and inclusion criteria employed for selecting the
studies that were included in the meta-analysis, and describes
how we obtained and distilled the data from the literature,
including relevant analytical decisions. Also presented here
is the Bayesian random-effects meta-analysis used to synthe-
size the evidence from the available data. In Section 5, we pre-
sent the results of our analysis and discuss potential caveats.
Finally, in Section 6, we use our findings as a motivation for
proposing suggestions for the design of future studies in the
phonetic sciences.
2. Common statistical misconceptions

In the incomplete neutralization literature (as in many other
areas of phonetics and linguistics), conclusions regarding the
existence or absence of the effect have been drawn depending
on the results being statistically significant or not, that is,
whether p-values were lower or not than a threshold (i.e., the
a value), which is traditionally set at 0:05.

Strong claims regarding the existence or absence of an
effect based on significant results alone are misleading on sev-
eral grounds. First, p-values are often misinterpreted (e.g.,
Lecoutre, Poitevineau, & Lecoutre, 2003) leading to several
misconceptions regarding what a p-value can and cannot tell
us (Vasishth & Nicenboim, 2016). Second, a significant p-
value at the conventional Type I error rate (i.e., the probability
of incorrectly rejecting the null when it is true) of 5% may not be
a convincing rejection of the null hypothesis. This is because
the probability of an incorrect rejection of a true null hypothesis
(a “false positive”) is often inflated due to incorrect practices
that we detail below. Third, non-significant p-values may not
be informative regarding the absence of an effect. The exper-
imental phonetic literature shows sample sizes (which are a
function of the total number of participants, items, and repeti-
tions that are analyzed in a model) and experimental effects
that are often very small. This often leads to a large Type II
error rate (i.e., the probability of incorrectly failing to reject
the null), making it difficult to know whether a non-significant
result is due to the true absence of an effect or due to low
power. Finally, statistically significant results from low-
powered experiments are guaranteed to yield overestimates
of effects; this can lead to overconfident beliefs about replica-
bility (Vasishth, Mertzen, Jäger, & Gelman, 2018).

In this section, we point out common misinterpretations of
significant and non-significant results in the context of phonet-
ics in general, and the incomplete neutralization literature in
particular. The problems we discuss are rooted in some misun-
derstandings about what we are allowed to do and infer under
the null hypothesis testing (NHST) framework (i.e., the use of
p-values)—the most common framework in Neyman-Pearson
frequentist statistics—which is commonly used in linguistics
and the psychological sciences. Although none of our observa-
tions regarding these matters are novel (for a book-length
treatment, see Chambers, 2017), it is important to discuss
them within the specific context of experimental phonetics.
2.1. Common problems with significant findings

2.1.1. Misinterpretations of statistically significant p-values

The way that p-values are used in fields like phonetics, psy-
cholinguistics, and psychology is that when the p-value falls
below a specific threshold (usually 0:05), we reject a null
hypothesis (typically, the hypothesis that there is no effect).
Often, if the p-value is greater than 0:05, we end up “accepting”
the null as true. Both these conclusions are problematic.

Strong claims, e.g., about the existence of incomplete neu-
tralization, that are based on a significant result are an incor-
rect use of the frequentist framework. A p-value below 0.05
(a “significant” result) only allows us to reject the null hypothe-
sis (here, that the neutralization of the final voicing contrast is
phonetically complete) and does not furnish any information
about the specific favored alternative. This is because rejecting
a null hypothesis that a parameter (i.e., an unknown value that
needs to be estimated, in this case the difference in vowel
duration) is zero leaves open all possible non-zero values as
candidates for such a parameter. Furthermore, no absolute
certainty is afforded by the p-value from a single experiment,
no matter how low it is. This is because a p-value is uniformly
distributed when the null hypothesis is in fact true. That is, if
there truly is no effect (i.e, the null hypothesis is true), all p-
values between 0 and 1 are equally likely when we conduct
a statistical test (with 5% of the p-values being under 0.05,
10% of the p-values being under 0.1, and so forth). Based
on a single p-value that is less than 0:05 (no matter how low
it is), it is impossible to distinguish between two possible sce-
narios: (a) the null hypothesis is false and that is why we
obtained a low p-value, or (b) the null hypothesis is true and
we happened to get a low p-value by chance. The statement
from the American Statistical Association (Wasserstein &
Lazar, 2016, p. 132) provides a detailed discussion on several
widely agreed upon principles underlying the proper use and
interpretation of the p-value, among them, the statement is
clear in that “[b]y itself, a p-value does not provide a good mea-
sure of evidence regarding a model or hypothesis”.
2.1.2. Low power increases Type S and M errors

Published studies in linguistics and related areas often have
very low statistical power, i.e., low probability that the statistical
test will reject a false null hypothesis (equivalently, high Type II
error; power is 1-Type II error). For example, in their recent
review on sentence processing, Jäger, Engelmann, and
Vasishth (2017) show (their Appendix B) that for typical sample
sizes in reading time studies, power may be as low as 6–20%.
That is, if there is a true effect, these studies have a 6–20%
chance of finding it due to too small sample sizes. Similarly,
Kirby and Sonderegger (2018) report simulation studies
showing that incomplete neutralization studies with six
speakers have a power of approximately 6–50%. While typical
subject numbers differ across subdomains of phonetics, six
participants is not an uncommon sample size in phonetic
experiments: Within the incomplete neutralization literature
on German, Fuchs (2005) had three speakers, Fourakis and
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Iverson (1984) had four speakers, Charles-Luce (1985) and
Port and Crawford (1989) had five speakers, and Piroth and
Janker (2004) had six speakers.

One might think that the only implication is that many non-
significant and inconclusive results will be found. However,
as Gelman and Carlin (2014) point out, another surprising con-
sequence of low power is that significant results will have
exaggerated effects. Some examples from published data
are discussed in Jäger et al. (2017); studies with very low
power can have effects that may be as much as 5–7 times lar-
ger than the true effect; another set of examples is discussed
in Vasishth et al. (2018). These errors of overestimation are
called Type M(agnitude) errors.

In the context of phonetics, consider Port and Crawford
(1989). They report a vowel duration difference of approxi-
mately 1–6 ms. If, for the sake of argument, incomplete neu-
tralization was real and the true effect size was around 1–6
ms, low powered studies would lead to extremely exaggerated
effects of over 20 ms. Mitleb (1981) reports on a vowel duration
difference of 23 ms. Fuchs (2005, Fig. 4.29, p. 142) reports on
a vowel duration difference of around 30 ms. These numeri-
cally large effects could be accurate if power were high; but
they could simply be due to Type M error rate being high. As
in any other empirical science, Type M errors are relevant for
phonetic research. The magnitude of an acoustic effect has
direct implications for interpreting its potential practical rele-
vance. The human ear has certain thresholds of what consti-
tutes a least-perceptible difference (e.g., Huggins, 1972). If
an acoustic effect is observed, it might be perceivable or not
depending on its magnitude. In fact, Kohler (2012) has argued
that incomplete neutralization effects commonly reported on in
the literature cannot have any perceptual relevance and
should thus be discarded as a genuine phonological phe-
nomenon (see also Roettger et al., 2014). This is in line with
often cited just noticeable differences for vowel duration range
between 10 and 25 ms (e.g., Klatt, 1976).

A second bad consequence of low power is Type S(ign)
error; because the magnitude can be exaggerated in low-
power settings, the sign of the effect can also flip. If the true
effect is positive in sign, a low power experiment may well find
an effect that is negative in sign. Thus, even a study that exhi-
bits effect sizes pointing in the opposite direction, i.e., longer
vowels preceding voiceless stops, is not entirely surprising if
the study is underpowered, and thus should not be overinter-
preted. For a more detailed discussion of power, Type S, and
Type M errors related to experimental phonetics in general
and incomplete neutralization in particular, consult Kirby and
Sonderegger (2018).

Coupled with publication bias, i.e., journals tending to favor
results which are significant, the field can gradually fall into the
collective illusion that an effect is large and robust; because
exaggerated effects from significant studies tend to be seen
as newsworthy and get published, we would see only the over-
estimated effects and not the unpublished studies that failed to
reach the 0:05 threshold with the p-value. This point is dis-
cussed further in Vasishth et al. (2018).
2.1.3. Inflation of Type I error

Moreover, recent replication attempts in different disciplines
(e.g., Begley & Ioannidis, 2015; Open Science Collaboration,
2015) show that the false positive rate (Type I error rate)
may be much higher than 5%. We discuss here two main prob-
lematic practices that are particularly relevant to the analysis of
phonetic data: (i) issues with the way the data are (un)aggre-
gated for analysis, and (ii) the multiple comparisons problem
(for a general discussion of problematic practices in linguistics
and psycholinguistics, see Vasishth & Nicenboim, 2016).

The first practice that inflates the number of significant
results has to do with the way that phonetic data are some-
times pooled. One problem arises when unaggregated data
is analyzed with methods such as ANOVA and t-tests without
paying attention to the assumptions underlying these tests.
This problem, also known as pseudoreplication, arises
because multiple samples from one participant or item are
treated erroneously as independent data points in the statisti-
cal analyses (Hurlbert, 1984). To illustrate this, imagine that
in an experiment, four participants read aloud ten words ending
with an underylingly voiced stop /d/ and ten words ending with
an underlyingly voiceless stop /t/. Thus the forty elicited words
of each condition are not independent samples, since we
expect commonalities between the words produced by each
speaker. If we ignore this, and we compare the forty words in
the voiced condition with the forty words in the voiceless con-
dition using, for example, a t-test, we will artificially inflate the
degrees of freedom of the statistical test to 78 (informally, this
is the number of values in the final calculation of a statistic that
are free to vary). This will in turn lead to an artificial decrease in
the variance of the estimates (i.e., the estimates will seem arti-
ficially precise) and thus to incorrect significant results (for
more examples, see Winter, 2011). Interestingly, this problem
has already been pointed out in the context of incomplete neu-
tralization by Charles-Luce (1985, p. 318), who notes that ear-
lier studies exhibited inflated degrees of freedom. However,
pseudoreplications are a problem in many recent studies as
well (Fuchs, 2005; Greisbach, 2001; Piroth & Janker, 2004).
For example, Piroth and Janker (2004) present an experiment
with six speakers, but the degrees of freedom (�1400) are
greatly inflated. This problem seems to be prevalent in the
analysis of phonetic data (Winter, 2011; but not only, see also:
Freeberg & Lucas, 2009; Lazic, 2010). Simulations show that
in some situations, this can inflate the Type I error to almost
40% (Winter, 2011).

Aggregating data by participants and by items and doing
separate analyses for participants and items solves the prob-
lem of pseudoreplication. However, this also reduces the
sources of variance (through aggregation). For example,
Vasishth, Chen, Li, and Guo (2013) discuss the re-analysis
of a published paper where by-participants and by-items
F-scores from a repeated measures ANOVA showed signifi-
cant effects, while a linear mixed model on unaggregated data,
simultaneously taking both sources of variance into account,
failed to do so. Analyses on aggregated data are especially
problematic when a p-value is below 0.05 only for the by-
participants (or the by-items) analysis, and this is reported
and used to argue for a significant result. In addition,
Vasishth, Nicenboim, Beckman, Li, and Kong (this issue) show
how aggregating voice onset time (VOT) and vowel durations
(as a proxy for speech rate) shows a strong effect of vowel
duration on VOT. However, this changes once one takes the
uncertainty of the means into account.
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For the aggregation by subjects, there is also a conceptual
problem: the lack of generalizability over items. While it is com-
mon practice to draw inferences about a speaker/listener pop-
ulation from a sample (that is, to infer about the totality of the
language users based on the subset that participated in an
experiment), it is less common to draw inferences about the
speech material. A claim such as “the final devoicing contrast
of German is incomplete” needs to be based not only on
participant-based analyses (e.g., aggregated over all stimuli),
but also on items-based analyses (e.g., aggregated over all
participants; see Clark, 1973). Incomplete neutralization asser-
tions are claims not only about a population of speakers, but
also about the language they speak, thus about a population
of linguistic items in the lexicon.

The second reason for an inflation in the number of signifi-
cant results is the multiple comparisons problem. It is not
uncommon to fit statistical models for several acoustic mea-
sures. Without a statistical correction such as the Bonferroni
correction, this practice increases the chances of finding a
false positive. If n independent comparisons are performed,
the false positive rate would be 1� ð1� 0:05Þn instead of
0:05; four comparisons, for example, will produce a false pos-
itive rate of approximately 19%. If we want to keep the false
positive at 5% in the previous example, we should use the
Bonferroni correction which implies testing each one of the four
individual hypothesis at a significance level of 0:0125 (0:05
divided by four) instead of 0:05.

Multiple testing problems surface in most studies on incom-
plete neutralization (and phonetics in general) because in
these studies, multiple tests are conducted for multiple differ-
ent dependent measures. In fact, except for Roettger et al.
(2014), all studies on incomplete neutralization in German
have tested several acoustic measures and did not correct
for this type of multiple testing.

One might argue that corrections for multiple testing are not
reasonable for phonetic studies on the grounds that acoustic/
articulatory measures that are used to study speech phe-
nomenon are often correlated, and so corrections such as
the Bonferroni correction might be too conservative. However,
as von der Malsburg and Angele (2017) showed, correlated
measures in eyetracking (reading studies) lead to Type I error
inflation that is nearly as high as in independent multiple tests
(see also Roettger, 2018). Thus, a multiple comparisons cor-
rection is necessary even with correlated measures in order
to obtain the conventional Type I error.

A related problem of multiple comparisons that has received
less attention in linguistic research is based on analytical deci-
sions that researchers face before they present the statistical
significant results. This is generally known as “researcher
degrees of freedom” (Simmons, Nelson, & Simonsohn, 2011)
or the “garden of forking paths” (Gelman & Loken, 2014). Both
terms roughly refer to all the decisions regarding the data anal-
ysis that researchers face: the choice of the statistical test (t-
test, ANOVA, mixed model), which covariates or measures to
include, decisions on what constitutes an outlier observation,
and even decisions that could have been taken, if the data
would have been different (for an example, see Vasishth &
Nicenboim, 2016). Whereas fitting many models to a dataset
is certainly a component of the data analysis process, the
problem arises when researchers choose to present only the
models with statistically significant results (or the ones without)
while ignoring the alternative analyses. Gelman and Loken
(2014) point out that given multiple ways one could analyze
the data, once we start looking hard enough, it is almost
always possible to find a significant effect. Researcher
degrees of freedom can be especially problematic when a
seminal paper shows a significant effect that then cannot be
replicated (e.g., Vasishth et al., 2018). A failure to replicate
may lead to researchers doing new studies on the topic to look
hard enough until something is significant and the seminal
paper is at least conceptually replicated. This perpetuates
the cycle of significant results arrived at through exercising
researcher degrees of freedom.

The issue of researcher degrees of freedom is prevalent in
phonetic research (for a discussion, see Roettger, 2018). For
example, several studies on incomplete neutralization have
included different covariates such as the prosodic position of
the word (e.g., Charles-Luce, 1985; Jessen & Ringen, 2002;
Port & Crawford, 1989; Piroth & Janker, 2004) or the elicitation
method (e.g. Port & Crawford, 1989). Moreover, speech pro-
duction data is prone to a lot of variation: Speakers sometimes
mispronounce speech material, produce hesitations, or pro-
duce different prosodic realization of the same speech mate-
rial. They also exhibit variation in their pronunciation of the
segments under scrutiny, such as producing a stop with or
without a release. What data to include and not to include is
up to the researcher and introduces further degrees of free-
dom, which—no matter how well they are justified—can
increase the chance of finding a significant result. For exam-
ple, Piroth and Janker (2004) excluded all unreleased stops
for their entire analysis, although measures such as preceding
vowel duration can be reliably measured even without the con-
sonantal release.

2.2. Common problems with non-significant findings

The incomplete neutralization literature is one of the few
areas in phonetics that has a rich history of publishing null
results. As with significant results, non-significant results
are also commonly misinterpreted. A common mistake is
to interpret non-significant findings as evidence for the
absence of an effect. However, a p-value is a conditional
probability: The probability of getting a statistic as extreme
or more extreme as the one we obtained, conditional on
the null hypothesis being true. A conditional probability is
not reversible, and a large p-value does not tell us that there
is a large probability of the null being true, conditional on the
extreme statistic that we obtained.1 Except in high power
experiments (Hoenig & Heisey, 2001), a p-value greater than
:05 can only tell us that we failed to reject the null hypothesis.
Given the small sample sizes and small effects in the exper-
imental phonetic literature, a likely explanation for non-
significant results is low power (i.e., a low probability of cor-
rectly rejecting the null).

Studies on incomplete neutralization reporting null results
have made their claims based on very small sample sizes
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(e.g., Fourakis & Iverson, 1984; Inozuka, 1991; Jessen &
Ringen, 2002; Piroth & Janker, 2004). Their null results may
thus well be due to low statistical power. This would not be
the first time this has happened with respect to incomplete
neutralization. For Dutch final devoicing, while Baumann
(1995) and Jongman, Sereno, Raaijmakers, and Lahiri
(1992) failed to find significant incomplete neutralization
effects, Warner et al. (2004) did, indeed, find significant effects
based on a larger speaker sample. Of course, the above dis-
cussion does not imply that there is no way to argue in favor
of evidence for the null hypothesis; we come back to this issue
in the general discussion section.

This problem of low power is further exacerbated by subset-
ting the data or performing nested comparisons. Subsetting
and analyzing independently the items or participants
decreases the sample size (and therefore power) even further.
This has been the case, for example, in Piroth and Janker
(2004) and Fuchs (2005). They subsetted the speech material
and ran separate comparisons for individual speakers. A sim-
ilar situation arises if the difference between two means d1 in
one experiment is significant and the difference between two
means d2 in another independent experiment is not significant.
One cannot then argue that the difference between d1 and d2

is meaningful (i.e., statistically significant) without testing for an
interaction. Echoing an example from Gelman and Hill (2007),
if d1 ¼ 10 with SE1 ¼ 4, and d2 ¼ 5 with SE2 ¼ 10, the differ-
ence between the two comparisons yields a mean difference

d1 ¼ 10� 5 ¼ 4 with a standard error of
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SE2

1 þ SE2
2

q
¼ 11,

which is not significant. For more discussion of this point,
see Gelman and Stern (2006), and Nieuwenhuis, Forstmann,
and Wagenmakers (2011). This can be related to the paper
by Fourakis and Iverson (1984), the most often cited study
claiming to have demonstrated the absence of German incom-
plete neutralization. They ran two different experiments, one of
which they interpreted as showing that the null was true, and
one of which they interpreted as showing an incomplete
neutralization effect comparable to Port and O’Dell (1985).
Without showing that there is a significant interaction between
Table 1
Summary of the studies of the meta-analysis. The column conclusion indicates whether the auth
based on a significant result in at least one phonetic measure; notice that this is based on the
difference (*) or not (–) in vowel duration; */– indicates that one experiment yielded a significant d
effect of interest, namely, the difference in vowel duration between the devoiced and voiceless c
95% credible intervals, and the posterior probability of the effect being positive (i.e., a positive

study conclusion vowel du

Mitleb (1981) U *

Fourakis and Iverson (1984) ✗ */–
Port and O’Dell (1985) U *

Charles-Luce (1985) U –
Port and Crawford (1989) U –
Greisbach (2001) U –
Piroth and Janker (2004) ✗ –
Fuchs (2005) U *

Smith et al. (2009) U *

Roettger et al. (2014) Exp 1 U *

Roettger et al. (2014) Exp 2 U *

Grawunder (2014) U *

Baer-Henney and Roettger (2017) Exp 1 U *

Baer-Henney and Roettger (2017) Exp 2 U *

a This is a confidence rather than a credible interval; see Section 4.3.
experiments and the obtained effect, their comparison is statis-
tically not meaningful.
3. Synthesizing empirical evidence with a meta-analysis

Given the arguments above, a single study, whether provid-
ing a significant result or not, cannot tell us much about a phe-
nomenon. Literature reviews are very helpful here, but the
conventional approach in linguistics and the psychological
sciences involves counting the number of significant and
non-significant effects across studies, and using a majority
vote approach to making a binary decision as to whether an
effect is present or not. For example, Phillips, Wagers, and
Lau (2011) take a voting-based approach to summarize the lit-
erature on retrieval effects in the processing of reflexives. The
evidence is summarized (p. 156) by classifying each published
claim into falling into one or the other bin without regard to the
magnitude or uncertainty of the estimate, and the majority vote
from the literature is taken as the conclusion: “Thus, most evi-
dence suggests that the processing of simple argument reflex-
ives in English is insensitive to structurally inappropriate
antecedents, indicating that the parser engages a retrieval pro-
cess that selectively targets the subject of the current clause.”

In the case of incomplete neutralization, twelve out of the
fourteen studies we consider in this paper reported significant
results in the original analyses (see Table 1); the conventional
approach would be to simply conclude that the effect is there-
fore present. No attention is paid to the magnitude and uncer-
tainty of the estimate in each study. A study with a 50 ms effect
and a standard error of 25 has the same meaning as a study
with a 20 ms effect with a standard error of 5. As mentioned
above, low power studies coupled with publication bias may
well result in exaggerated effects which may not reflect the
truth. Therefore, a more reasonable approach—widely used
in medical statistics (Higgins & Green, 2011)—is to derive a
quantitative estimate of the effect from available studies. A
meta-analysis can allow us to quantitatively summarize the
results of multiple studies by estimating the underlying effect
ors of the respective studies concluded that there is incomplete neutralization (U) or not (✗)
original analysis. The column vowel dur. indicates whether the authors found a significant
ifference and the second one did not, see the discussion section. The symbol b refers to the
onsonants (e.g., Rad vs Rat). The table also shows the mean of the posterior distribution b̂,
difference between the vowel durations).

r. b̂ (ms) 95% CrI Pðb > 0Þ

12 ½�40;59� 0:77
13 ½�15;40� 0:9
18 ½3;33� 0:99
�1 ½�57;52� 0:48
4 ½�58;64� 0:52
1 ½�65;68� 0:53
9 ½�10;28� 0:84
32 ½�14;66� 0:96
13 ½1; 25�a –
9 ½4;13� � 1
6 ½3; 9� � 1
18 ½13; 23� � 1
8 ½5;10� � 1
9 ½6;12� � 1
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of interest from these studies. In essence, each study is
weighted by the precision of the estimate; studies with large
standard errors play a smaller role in determining the overall
effect, and studies with small standard errors have more influ-
ence. The overall effect estimated from a meta-analysis is thus
analogous to a mean of the individual studies, weighted by
their precision.

An interesting aspect of a meta-analysis is that it allows us
to take all the relevant quantitative evidence available into
account (see the study selection section). While intuitively it
makes sense that a scientific conclusion should be based
quantitatively on a body of work, meta-analyses are still not
common in linguistics and phonetics (but see, for example,
Jäger et al., 2017; Mahowald, James, Futrell, & Gibson,
2016; Vasishth et al., 2013).

A meta-analysis, however, can be problematic if it is sus-
pected that a field suffers from publication bias, that is, if only
statistically significant results are published (see e.g., Fanelli,
2011; Rosenthal, 1979; Sterling, 1959). As mentioned above,
one major adverse consequence of publication bias is that
published effects tend to have exaggerated effect sizes that
arise from low power studies (or Type M errors; Gelman &
Carlin, 2014); studies with smaller (but more realistic) effect
sizes may never be published because they are not significant
(Hedges, 1984; Ioannidis, 2008). Any meta-analysis that
depends on studies with exaggerated effects will of course
overestimate the effect (Simonsohn, Nelson, & Simmons,
2014). While there are tools to address the problem of publica-
tion bias in meta-analyses (see, for example, McShane,
Böckenholt, & Hansen, 2016; Moreno et al., 2009;
Simonsohn et al., 2014), the case of the incomplete neutraliza-
tion literature is one of the few areas in phonetics that has a
history of publishing non-significant results. Of course, we do
not doubt that publication bias exists here too; it follows that
any meta-analysis will yield biased estimates. Despite this
problem, the meta-analysis is an improvement over the voting
system that is commonly used to decide if an effect is seen in
the literature; it sets the focus on the best estimate we have,
along with the uncertainty of our estimate. Ignoring the magni-
tude and uncertainty of the estimate can lead to overoptimistic
beliefs about the existence of an effect (Vasishth et al., 2018).

Another practical problem with conducting a meta-analysis
is that published studies often fail to report estimates and/or
standard errors (or any measure of dispersion), or lack enough
information to deduce this information. When these statistics
are provided, they are often based on inappropriate statistical
analyses. The ideal solution is to analyze the raw data; but
these are usually not available.2 However, as we discuss in
the Methods section, for the incomplete neutralization literature,
when raw data were not available, in many cases, tables with
some type of summaries were provided. As we present in detail
later, Bayesian models can be used to reconstruct the plausible
values of the individual estimates based on the summaries pro-
vided in the papers. Once estimates with their measures of dis-
persion were obtained, we use a Bayesian random-effects meta-
2 Websites such as the Open Science Framework (http://osf.io/) are becoming
increasingly popular for archiving data (and e-prints). The Journal of Phonetics also
strongly encourages authors to deposit data and code with their article submissions, see
https://www.elsevier.com/authors/author-services/research-data/data-guidelines.
analysis (Sutton, Welton, & Cooper, 2012) to synthesize the evi-
dence for incomplete neutralization.
4. Methods

4.1. Eligibility criteria and study selection

The experiments included in the Bayesian meta-analysis
are summarized in Table 1. This list of studies was generated
as follows: We first generated a list of potentially relevant stud-
ies to be included in our meta-analysis using the google scho-
lar search engine, with the search terms ‘incomplete
neutralization’ and ‘German’. This search was carried out in
June 2017. We inspected the first 100 results. Ten additional
studies were included based on recommendations and by
checking references of included papers. We checked the
abstracts of the remaining papers and identified 19 items for
full-text inspection according to the following selection criteria
(see also the related PRISMA checklist, Liberati et al., 2009,
available at https://osf.io/wjpbg/): (i) acoustic correlate, (ii)
recoverability of effect, (iii) elicitation and prosodic context,
and (iv) the sampled population.

4.1.1. Acoustic correlate

We included all experiments that investigated the acoustic
correlates of voicing in syllable-final position in German. Since
there are many acoustic correlates that are potentially covary-
ing with the voicing status of a stop (e.g., Keating, 1984) across
different studies, numerous phonetic properties have been
found to distinguish voiceless from devoiced stops in domain-
final position. These include the duration of the preceding
vowel, the closure duration, the duration of the “voicing-into-th
e-closure”, as well as the burst and aspiration durations (among
others). Across different studies on German final devoicing, the
duration of the preceding vowel has been shown to be the most
reliable correlate of obstruent “voicing” in final position and also
the acoustic correlate that was most often measured in the
incomplete neutralization literature. Thus, in the present study
we shall focus on this acoustic parameter. We look at vowel
duration preceding final stops only, excluding measurements
of vowel duration preceding fricatives, because only a subset
of studies have looked at acoustic correlates of final devoicing
in fricatives. Note that one study (Piroth & Janker, 2004)
included in our meta-analysis did not allow us to separate vowel
measurements preceding stops and fricatives because data
are presented as pooled. Sometimes, vowel duration was mea-
sured in combination with other segments (the onset or parts of
the rhyme). Given the assumption that other segments are not
systematically covarying with voicing, we make the simplifying
assumption that this inclusion does not confound the analysis.
Applying the above criteria led us to exclude two studies that
did not measure preceding vowel duration (Jessen & Ringen,
2002; Taylor, 1975).

4.1.2. Recoverability of effect

We included all speech production experiments that mea-
sured the acoustic dimension specified above and provided
sufficient information to recover at least an estimate of the
effect (vowel duration difference between devoiced and voice-
less stops) and a measure of dispersion (e.g., standard error).

https://osf.io/wjpbg/
http://osf.io/
https://www.elsevier.com/authors/author-services/research-data/data-guidelines
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Some studies that examined incomplete neutralization using
pre-stop vowel duration were excluded because they did not
provide enough information for an extraction of these esti-
mates. These are Dinnsen and Garcia-Zamor (1971),
Inozuka (1991), Piroth, Schiefer, Janker, and Johne (1991).
For the details about the calculation of the estimates from
the published studies, see Section 4.3 and the online supple-
mentary material ( https://osf.io/3qmf5/).

4.1.3. Elicitation and prosodic context

We included all speech production experiments that mea-
sured the acoustic dimension specified above, excluding
speech perception experiments on the perceptual recovery of
investigated effects. Within these criteria, we included produc-
tion experiments that used different elicitation tasks ranging
from reading word lists, sentence lists, repeating auditorily pre-
sented stimuli, deriving word forms from auditorily presented
paradigmatic neighbors, up to dictating contrasting words to
the experimenter. Moreover, studies differed regarding the
embedding of the target words in their prosodic environment:
The studies included words in isolation and words embedded
into utterances in phrase-medial or phrase-final position.

4.1.4. Sampled population

We restricted the review to experiments with linguistically
unimpaired, native, adult participants. This included popula-
tions living abroad, e.g., students in the United States,
(Fourakis & Iverson, 1984; Mitleb, 1981; Port & O’Dell, 1985;
Smith et al., 2009) as well as German speakers of different dia-
lects that resided in German speaking countries (Fuchs, 2005;
Grawunder, 2014; Piroth & Janker, 2004).

The final sample consisted of fourteen studies from eight
journal papers, three books/theses, and one unpublished
report (all the data are available in https://osf.io/4c25h/).

4.2. Analysis

To extract the estimates from each individual study and to
run the meta-analysis, we used a Bayesian data-analysis
approach implemented in the probabilistic programming lan-
guage Stan (version 2.16.2 Stan Development Team, 2017)
using the model wrapper package brms (version 2.1.0
Bürkner, 2017) in R (version 3.4.0 R Core Team, 2017). The
brms package allows the specification of models using a for-
mula syntax which is similar to the popular lme4 package
(Bates, Mächler, Bolker, & Walker, 2015). One major reason
that Bayesian methods never caught on in the psychological
sciences and related areas is that until recently, it was difficult,
if not impossible, to fit complex Bayesian models. This was due
to the computational difficulties involved; complex Bayesian
models use sophisticated sampling algorithms to compute
the distributions of the parameters. However, these computa-
tional problems have largely been resolved as far as linguistics
and psychology are concerned. As a consequence, in the last
few years, there has been a strong move towards Bayesian
modeling in these and other areas.

The Bayesian approach is quite different in its goals from the
Neyman-Pearson frequentist method we standardly use in lin-
guistics and the psychological sciences. The central goal in
Bayesian data analysis is to quantify the uncertainty about a
particular parameter of interest, given the data. For example,
the question about neutralization can be seen as a question
about the sign and magnitude of the effect in a particular statis-
tical model. Given a particular dataset, the Bayesian approach
provides a distribution of plausible values representing this
effect. This information is of much more direct relevance than
null hypothesis significance tests, which answers a question
that we do not actually want the answer to (can we reject the
null?), and which relies on the imagined (and usually unrealis-
tic) properties of data that we did not collect. Another important
motivation for using the Bayesian approach is that it is easy to fit
complex models that reflect the data-generation process more
accurately than the canned models commonly used in the fre-
quentist framework. Notice that in order to fit a Bayesian model,
we need to specify prior distributions over the different param-
eters of our models. These distributions express our initial state
of knowledge. In all our models, we use regularizing or weakly
informative priors. These priors assume some minimal amount
of information and have the objective of yielding more stable
inferences in comparison with maximum likelihood estimation
or Bayesian inference with flat (“uninformative”) priors
(Chung, Gelman, Rabe-Hesketh, Liu, & Dorie, 2015; Gelman,
Jakulin, Pittau, & Su, 2008; Gelman, Simpson, & Betancourt,
2017). Nicenboim and Vasishth (2016) and Vasishth et al.
(this issue) discuss the Bayesian approach in detail in the con-
text of linguistic and phonetic research.

As outcomes of the analyses, we summarize the posterior
distributions of non-standardized differences in milliseconds
in the following way: (i) 95% credible intervals, and (ii) the pos-
terior probability of the estimate being positive given the data
ðPðb > 0ÞÞ. 95% credible intervals demarcate the range within
which we can be certain with probability 0.95 that the differ-
ence between the means of two conditions lies, given the data
at hand and our model (see, for example, Jaynes &
Kempthorne, 1976; Morey, Hoekstra, Rouder, Lee, &
Wagenmakers, 2016). Posterior probabilities tell us the proba-
bility that the parameter has a value greater than zero (given
the data and model); note that these probabilities are not fre-
quentist p-values. Note also that there is no notion of Type I
or II error in Bayesian statistics because the inference does
not depend on hypothetical repetitions of the experiment; the
data are evaluated on their own merits, and no supposition is
made about the replicability of the effect.
4.3. Estimates of the individual studies

We extracted the posterior distribution of the difference in
duration between vowels preceding a (partially) devoiced con-
sonant and preceding a voiceless consonant. We did this by
reanalyzing the data when possible. In Table 1, we present
the means, 95% credible intervals, and the posterior probability
that the difference between conditions is positive for the studies
of the meta-analysis. Notice that the evidence provided by our
estimates do not necessarily match the authors’ conclusions;
see Table 1. The studies that we included in the meta-analysis
had different types of analyses (t-tests, ANOVAs, linear mixed
models, etc.), and the information they provided was quite vari-
able; we calculated the estimates in the following manner.

For the main effect of vowel length, we always coded the
stimuli with a final devoiced consonant (e.g., Rad) as 0:5 and

https://osf.io/3qmf5/
https://osf.io/4c25h/
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the stimuli with a final voiceless consonant (e.g., Rat) as �0:5.

This means that the estimate of the effect, b̂, represents the dif-
ference between the two conditions. We analyzed the data of
all the subjects presented in each paper without subsetting
them (as it was done in many original analyses): When it
was relevant, we added the elicitation method as a covariate
with 1 for reading and �1 for non-reading and random effects
for items and/or participants.

When raw data were available, we used Bayesian linear
mixed models with the maximal random effects structure and
weakly informative regularizing priors. This was the case for
Fuchs (2005), Grawunder (2014), Experiments 1 and 2 of
Roettger et al. (2014), and Experiments 1 and 2 of Baer-
Henney and Roettger (2017).

When raw data could not be obtained, we used the informa-
tion provided in the publications.3 Some studies presented data
that were already summarized at some level (some combination
of by-items, by-participants and/or by-repetitions); this was the
case for Mitleb (1981), Fourakis and Iverson (1984), Charles-
Luce (1985), Port and O’Dell (1985), Port and Crawford
(1989), Greisbach (2001), and Piroth and Janker (2004). If we
would fit linear mixed models directly to the means provided
by the summaries, we would ignore the true variability of the
responses, and we would thus overestimate our precision of
the estimates. However, except for Charles-Luce (1985), all
the summaries included not only means but also standard devi-
ations, allowing us to estimate standard errors. In those cases, it
was possible to use Bayesian measurement error models to
take into account the original variability in the responses. The
idea behind this class of models is that instead of fitting our lin-
ear mixed model to the observations, we fit it to a distribution of
possible values given the means and the standard errors pro-
vided. The intuition behind this is that with large standard errors,
a large range of observations is plausible and we take into
account this by increasing the uncertainty in the final estimate.
This means that a “regular” linear mixed model is a special case
of a measurement error model, where the standard error is
exactly zero (see also Chapter 14 of McElreath, 2015). The
models are detailed at the OSF repository (available from
https://osf.io/g5ndw/).

In the single case where a summary of the aggregated data
was provided without standard deviations (Charles-Luce,
1985), we fitted the aggregated data to a linear mixed model.
This means that the posterior distribution of this estimate might
be artificially “tight”, or in other words, we might be overesti-
mating the certainty over the range of plausible values.When
no data were available (original data or a summary), as was
the case for Smith et al. (2009), we used the mean estimate
of the differences between conditions provided, and we calcu-
lated the standard error from the F-value provided.4However,
given that the data were aggregated before performing an
ANOVA, the standard error might be underestimated. For
3 The second author extracted the data from the publications and the first author
checked the extracted data. We contacted four authors for further information, of which two,
Fuchs (2005) and Grawunder (2014), were able to share their raw data with us.

4 This can be calculated in the following way. Assuming that the sample mean is �l, and
the reported F-score is F, the t-score can be computed by taking the square root of F,
because t2 ¼ F. Then, we simply solve for SE using the equation:

t ¼ �l� 0
SE

) SE ¼ �l
t

Smith et al. (2009), we report an approximate 95% credible inter-
val in Table 1; the interval is assumed to be two times the stan-
dard error.
4.4. Bayesian meta-analysis

The logic of a meta-analysis assumes that there is a unique
underlying effect (i.e., a difference between voiceless and
devoiced consonants) to be estimated from all the studies.
However, it is possible to add random effects to a meta-
analysis. This assumes that there might be heterogeneity in
the different studies, and allows for each individual study to
be adjusted based on its observed effect (in this case, the pos-
terior distributions of each study).

Such random-effects meta-analyses can be fit in a frequen-
tist framework too. However, we fit a Bayesian meta-analysis
because of the many advantages it affords over a frequentist
one. First, the overall estimate of the effect and its uncertainty
interval has a clear and intuitive interpretation: We can
quantify the range over which we are 95% certain that the true
value of the parameter lies, given the data and the model. The
frequentist confidence interval does not have this interpreta-
tion (Morey et al., 2016). Second, due to the fact that
Bayesian models involve regularizing priors, even when data
are sparse, the model can generate posterior distributions for
the parameters of interest. For an example demonstrating a
failure of a frequentist model to estimate parameters in a
linear mixed model, and the effect of the regularizing prior,
see Vasishth et al. (this issue). Finally, posterior distributions
allow us to quantify the probability of the parameter of interest
being positive or negative, given the data and the model; this
is not possible to do in a frequentist framework (since the
parameter is a point value and therefore has no probability
distribution).

We carried out two different Bayesian random-effects meta-
analyses of the studies presented in Table 1. The objective of
the first one was to quantify the evidence for (or against)
incomplete neutralization. However, given that experiments
on incomplete neutralization have been criticized on
methodological grounds (see Section 1), we did a second
meta-analysis where we added the location of the population
(Germany or Austria, coded as �0:5 vs. United States, coded
as 0:5) and the elicitation method (reading, coded as 0:5 vs.
any other method, coded as �0:5) as covariates; see Table 2.
See the OSF repository ( https://osf.io/g5ndw/) for the model
specification.
5. Results and discussion

5.1. Main results

The first meta-analysis with no covariates shows a very

clear effect of incomplete neutralization; b̂ ¼ 10 ms, 95%
credible interval = [7,15], Pðb > 0Þ � 1. Fig. 1 shows the 95%
credible intervals of the meta-analytic estimate, and of the
non-pooled and partially-pooled estimates of the original stud-
ies, that is, the 95% credible intervals estimated either without
taking into account the other studies or as part of the random-
effects meta-analysis. This incomplete neutralization effect
is substantially smaller than acoustic effects observed in

https://osf.io/g5ndw/
https://osf.io/g5ndw/


Table 2
Summary of the studies location of the participants for the different studies, and the method(s) of elicitation used.

Study Location of the participants Method of elicitation

Mitleb (1981) English-speaking country Reading
Fourakis and Iverson (1984) English-speaking country No reading/reading
Charles-Luce (1985) German-speaking country Reading
Port and O’Dell (1985) English-speaking country Reading
Port and Crawford (1989) German-speaking country Reading/no reading
Greisbach (2001) German-speaking country Reading
Piroth and Janker (2004) German-speaking country Reading
Fuchs (2005) German-speaking country Reading
Smith et al. (2009) English-speaking country Reading
Grawunder (2014) German-speaking country No reading
Roettger et al. (2014) Exp 1 German-speaking country No reading
Roettger et al. (2014) Exp 2 German-speaking country No reading
Baer-Henney and Roettger (2017) Exp 1 German-speaking country No reading
Baer-Henney and Roettger (2017) Exp 2 German-speaking country No reading

Fig. 1. Forest plot of the estimates of the difference in vowel duration; a positive difference indicates evidence for incomplete neutralization. Horizontal lines represent 95% credible
intervals. The cross at the top of the plot represents the meta-analytic estimate, green circles are the estimates reconstructed from the original studies (i.e., non-pooled estimates), and
black circles are the partially-pooled (or shrinkage) estimates of the individual studies delivered by the random-effects meta-analysis. The partially-pooled estimates are estimates of the
individual studies that, by means of being included in a hierarchical model, are influenced by the data of the other studies. (For interpretation of the references to colour in this figure
caption, the reader is referred to the web version of this article.)
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non-neutralized positions: Mitleb (1981) report 31–41 ms
vowel duration differences between voiced and voiceless
stops in non-neutralized contexts; Fuchs (2005) reports
24–41 ms differences; Roettger et al. (2014) report 28 ms.

The second meta-analysis suggests that adding covariates
slightly increases the estimate of the main effect, and it still
shows a very clear effect of incomplete neutralization;
b̂ ¼ 12 ms, 95% credible interval = [7,18], Pðb > 0Þ � 1; see
Fig. 2(a). This analysis shows no evidence for location of the
studied population affecting the results and very weak evi-
dence for reading increasing the effect of incomplete neutral-
ization in comparison with non-reading methods. As Fig. 2(b)
and (c) show, the posterior distributions are very wide.
For the location of the studied population affecting the results



Fig. 2. Histograms showing the posterior distributions for (a) the difference in vowel duration in a meta-analysis with covariates, the influence of both (b) the elicitation task and (c) the
location of the population on the vowel duration difference. Positive values in the difference in vowel duration indicate evidence for incomplete neutralization, positive values in the
covariates indicate evidence for reading increasing the effect of incomplete neutralization in comparison with other elicitation tasks, and for participants from English-speaking countries
increasing the effect of incomplete neutralization in comparison with German-speaking countries respectively. The vertical dashed lines indicate the means and 95% credible intervals.

5 The precision is defined as 1=ðSD of the posterior distributionÞ2 for a Bayesian
estimate or 1=SE2 for a frequentist estimate.
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(a positive estimate indicates a longer difference in vowel
durations for participants in English speaking countries):

b̂ ¼ 1 ms, 95% credible interval ¼ ½�14; 16�, Pðb > 0Þ � 0:56,
and for the elicitation method affecting the results (a positive
estimate indicates longer vowel durations due to reading

method): b̂ ¼ 4 ms, 95% credible interval ¼ ½�10; 18�,
Pðb > 0Þ � 0:72.

5.2. Account of possible biases

A clear result of the meta-analysis is that it supports incom-
plete neutralization in German. However, there are several
potential concerns which we will address below: the meta-
analytic estimate might be biased due to (i) potential con-
founds in the individual studies, (ii) publication bias, or (iii) indi-
vidual studies that might not be representative.

5.2.1. Potential confounds in the individual studies

It has been argued that acoustic differences are greater in
tasks with orthographic input than without orthographic input
(Ernestus & Baayen, 2006; Kharlamov, 2014; Warner et al.,
2004; Warner, Good, Jongman, & Sereno, 2006) and that
hypercorrection based on the written language may be trigger-
ing incomplete neutralization (remember that incomplete neu-
tralization has been argued to be an orthographically induced
contrast, where speakers are thought to perform a hypercor-
rection based on its orthographic form, e.g., Fourakis &
Iverson, 1984). Since some of the studies (or conditions)
included in the meta-analysis used reading as a method of elic-
itation (see Table 2), the meta-analytic estimate might be an
artifact of these studies. It has also been argued that incom-
plete neutralization might be the result of the influence of Eng-
lish in German speakers living in English speaking countries
(Kohler, 2007; Winter & Roettger, 2011) and indeed, several
studies included in the meta-analysis were based on German
speakers in English speaking countries (see Table 2). How-
ever, we ran a second meta-analysis in which we included
method of elicitation and the location of the studied population
as covariates, and we found only very weak evidence of
incomplete neutralization being affected by them (see Fig. 2).
In fact, this meta-analysis including the covariates showed a
slightly stronger effect of incomplete neutralization.
5.2.2. Publication bias

As we mentioned before, if only studies with significant
results are published, we would see only overestimated effects
that would bias our meta-analysis. While we have argued that
this might not be the case for the incomplete neutralization lit-
erature, a look at Table 1 reveals that all but two of the studies
in the meta-analysis drew conclusions based on significant
results. However, this is ameliorated by two characteristics of
the studies: First, in four of the fourteen studies which reported
significant incomplete neutralization effects, there was no sig-
nificant result for preceding vowel duration. In light of poten-
tially finding incomplete neutralization effects for several
different acoustic measures, researchers are more likely to
report a null result for one dependent variable when another
dependent variable shows a significant effect. Second, in
some cases, even when the study argued for incomplete neu-
tralization based on a significant result (in some of the acoustic
measures originally examined), the estimates that we re-
calculated for the difference in vowel duration do not necessar-
ily match the original conclusion.

It is possible to examine the extent of publication bias using
a graphical approach, namely, a so-called “funnel plot” (Egger,
Smith, Schneider, & Minder, 1997; Light & Pillemer, 1984). We
plotted the estimates of the individual studies in a funnel plot in
Fig. 3. This funnel plot shows the precision5 against the differ-
ence between vowel duration observed in each study; a positive
difference indicates evidence for incomplete neutralization. Note
that low precision entails low power studies, which are shown at
the bottom of the precision axis (y-axis), while higher power
studies appear higher up. A gap in a funnel plot around the esti-
mates close to zero can be explained by publication bias, espe-
cially when the funnel plot is not symmetric. In the absence of



Fig. 3. Funnel plot with all the studies included in the meta-analysis. The points represent the difference between vowel duration estimated from the individual studies, a positive
difference indicates incomplete neutralization (see Section 4.3). The precision value (y-axis) was calculated as 1=posterior distribution SD2, except for Smith et al. (2009) where it was
calculated as 1=SE2. The vertical dashed lines indicate the meta-analytic estimate ðb̂Þ and its 95% credible interval.
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publication bias, we would expect that the estimates of the
means would be spread evenly around the meta-analytic esti-
mate, with low power studies showing a larger spread and
higher power studies being progressively more clustered near
the meta-analytic estimate. While the funnel plot shown in
Fig. 3 is not completely symmetric (see the next paragraph), it
does not seem to show strong indications of publication bias.
So, if there is publication bias, we do not see indications of it
in the funnel plot.

5.2.3. Individual studies that might not be representative

It is also possible that certain individual studies might have
a strong influence in the meta-analytic estimate. The funnel
plot in Fig. 3 suggests that Fuchs (2005) might be showing
an exaggerated effect and biasing the meta-analytic estimate.
A meta-analysis excluding this study still provides evidence for
incomplete neutralization and the magnitude of the meta-

analytic estimate remains virtually unchanged; b̂ ¼ 10 ms,
95% credible interval = [6,15], Pðb > 0Þ � 1, while the original

meta-analytic estimate including this study is b̂ ¼ 10 ms, 95%
credible interval = [7,15], Pðb > 0Þ � 1.

A further concern is with Baer-Henney and Roettger (2017),
which contains two studies that have not been published yet. It
could be argued that since Baer-Henney and Roettger (2017)
was not peer-reviewed, the data should not be included. For
this reason we also ran another meta-analysis excluding these
studies. The new meta-analytic estimate is slightly larger and

its credible interval is wider: b̂ ¼ 12 ms, 95% credible inter-
val = [6,18], Pðb > 0Þ � 1.

6. General discussion

A substantial number of experiments conducted over the
last four decades have reported subtle acoustic differences
between elements in a phonologically neutralizing context.
Although the first seminal papers on this family of phenomena
were conducted on final devoicing in German (Mitleb, 1981;
Port & O’Dell, 1985), such findings have been advanced for
other languages as well, such as Dutch (e.g., Warner et al.,
2004), Catalan (e.g., Charles-Luce & Dinnsen, 1987), and
Russian (e.g., Kharlamov, 2014). However, the results of many
of these studies have been called into question on method-
ological grounds and there have been several studies that
aimed at arguing for the null, i.e., that there is no incomplete
neutralization. In this paper, we performed a meta-analysis
on fourteen studies on German final devoicing in order to
quantitatively synthesize the evidence for incomplete neutral-
ization. Focusing on the vowel duration preceding the obstru-
ent as a cue to voicing, we find an estimated difference of

b̂ ¼ 10 ms, 95% credible interval = [7,15] between vowels pre-
ceding devoiced stops and vowels preceding voiceless stops.
Our analysis suggests that, given the available evidence, neu-
tralization of German final stops is incomplete.

While the meta-analysis suggests that there is evidence in
favor of incomplete neutralization, the case is by no means
closed. Given that the current meta-analysis was based on
only fourteen studies and that the only two covariates we
investigated did not seem to have much of an influence on
neutralization, future work can still inform new meta-analyses
that build on the present one. These new meta-analyses could
yield a more precise estimate of the effect of incomplete neu-
tralization and assess how it is influenced by different factors.

Beyond the aim at synthesizing the available evidence for a
particular phonetic phenomenon, the present paper has
emphasized the importance of meta-analyses for the phonetic
sciences (and the sciences in general), a method for accumu-
lating evidence that is rarely used in our field (but see e.g.
Maryn, Roy, De Bodt, Van Cauwenberge, & Corthals, 2009;
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Tsuji & Cristia, 2014). Science is a cumulative enterprise: As
we have discussed in the introduction, what we can learn from
a single study in isolation is always limited. This is not to say,
however, that all studies are equally informative regarding
the phenomenon under investigation. For example, the esti-
mates based on some of the seminal papers on incomplete
neutralization have such a low precision that, taken in isolation,
their informativity is very limited regarding the existence or
absence of incomplete neutralization. This issue becomes
clearer when we consider our reconstructed estimates for
Mitleb (1981), Fourakis and Iverson (1984), Charles-Luce
(1985), Port and Crawford (1989) in Fig. 1. For these individual
studies, the 95% credible intervals cover a large range of val-
ues: from large negative to large positive differences in vowel
durations. These results are consistent with complete neutral-
ization, incomplete neutralization, and also with reversed
incomplete neutralization, i.e., shorter vowel duration for
devoiced stops. Given the large range of possible differences,
the results are also compatible with implausibly large effects:
Based on these possible values, the acoustic difference could
even be so large that they should be ear-phonetically assess-
able. Such an assumption is obviously at odds with both ear-
phonetic assessments of traditional linguistic descriptions
(Jespersen, 1920; Trubetzkoy, 1939; Wiese, 1996) and native
speaker intuitions.

The reconstructed estimates for Mitleb (1981), Fourakis and
Iverson (1984), Charles-Luce (1985), Port and Crawford
(1989) are very inaccurate for the following reasons: Since
the original estimates could not be used—they were estimated
by either analyzing each item individually or aggregating by
items or by participants, and in some cases with pseudorepli-
cation—we had to reconstruct the estimates. This led us to
use measurement error models to fully take into account the
data available in the summaries provided in the papers. Due
to this imprecision in our estimates, our results might be more
conservative than if we had the complete datasets. However,
even with the data, the situation would not improve much given
the small number of observations in these studies. The small
number of observations together with the small effect of incom-
plete neutralization leads to unreliable estimates which appear
at the bottom of the funnel plot in Fig. 3. Given the low power of
these studies and the possibility of Type-M(agnitude) and
Type-S(ign) errors (see Kirby & Sonderegger, 2018), it is
possible that the results of these studies have only limited
informativity. If the original data were available, it may well
have been possible to obtain more precise estimates of the
effects. Given the high uncertainty of the reconstructed esti-
mates of Mitleb (1981), Fourakis and Iverson (1984),
Charles-Luce (1985), Port and Crawford (1989), removing
these studies from the meta-analysis has only a very small
effect on the meta-analytic estimate for the difference in vowel

duration. The new estimate, b̂ ¼ 10 ms, 95% credible interval
= [6,15], Pðb > 0Þ � 1, is virtually identical to the estimate that
includes all the studies: The small differences between the
estimates are after the decimal point.

Fig. 1 shows that the situation has improved in the past fif-
teen years (at least for the incomplete neutralization literature),
in the sense that it is possible to get more precise estimates
from the individual studies. This is mainly due to larger sample
sizes. However, some of the statistical pitfalls such as
pseudoreplication, multiple comparisons, and analyses pool-
ing at an inadequate level are still present in many of the cur-
rent publications. In some cases, there is not enough
information in the papers to assess the quality of the statistical
analysis.

Given that a meta-analysis is composed of individual stud-
ies, and as researchers we want to maximize what we can
learn from the studies we run, we would like to make several
suggestions for the design of future studies in the phonetic
sciences. We focus on the following: (i) adequate sample size,
(ii) account of multiple comparisons (disclosed or not), (iii) ade-
quate analysis (i.e., answering the research question), (iv)
replicability, and (v) reproducibility.
6.1. Adequate sample size

No matter how sophisticated the statistical analysis that we
employ, with a sample that is not large enough, there is not
much that can be learned from a single study. In the frequentist
framework, a sample that is too small leads to low power, and
to Type-S and M errors (see for an extensive discussion Kirby
& Sonderegger, 2018); in the Bayesian framework, it leads to
posterior distributions that are wide and uninformative. One
solution for this problem is to simply increase the sample size
by increasing the number of participants, items, and/or repeti-
tions. The amount of variation among participants, items, or
repetitions can suggest which is more efficient to increase.
As a rule of thumb, participants show more variation than
items, and items, in turn, show more variation than repetitions.
This suggests that it will be more efficient to increase, first, the
number of participants, then, the items, and, finally, the number
of repetitions (see also Rouder & Haaf, 2018). However,
increasing the sample size arbitrarily can easily become
unnecessarily “expensive”. This is a particularly relevant con-
cern for certain phonetic studies. There are many phonetic
methods that are logistically complex and/or use invasive
techniques such as electromagnetic articulography or laryn-
goscopy. Data collection and speaker acquisition is costly
and very time-consuming. Additionally, some phonetic studies
investigate speech phenomena in understudied languages in
which the available speaker population might be very limited.

Instead of arbitrarily increasing the sample size, an ade-
quate sample size can be assessed with simulations: First,
we define the range of potential effect sizes, which could be
based on either a meta-analysis (but notice that this might be
an overestimation) or, could be derived from a computational
model or from theory. Second, we generate hundreds of fake
datasets based on the assumed effect size(s) (and other
assumed characteristics that we know from typical experi-
ments: intercept, standard deviation, variation among partici-
pants and items). Finally, we fit statistical models (e.g., linear
mixed models) to the generated datasets with different poten-
tial sample sizes until we achieve either the desired power in a
frequentist framework, or the desired precision of the 95%
credible interval in a Bayesian framework. See Kirby and
Sonderegger (2018), for an example of such power analyses
for phonetic research, and see Green, MacLeod, and
Nakagawa (2016), for a tutorial using the R package simr.
An alternative Bayesian approach is to pre-define a desired
precision (inverse of the variance) of the estimate of a
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parameter, and then run the experiment until that precision is
reached. For an example implementing this, see Vasishth
et al. (2018). Note that increasing the sample size does not
necessarily solve the problem of generalizability. If we want
to infer something about a population of speakers/listeners or
linguistic items in the lexicon, it is necessary to have a repre-
sentative sample from the target populations; this is still an
issue in many (if not most) results from the literature (see also
Henrich, Heine, & Norenzayan, 2010).
6.2. Accounting for multiple comparisons

The problem of multiple comparison is relevant both for
when the researcher analyzes multiple (acoustic) measures
and for when the researcher has several alternatives for the
analysis (Gelman & Loken, 2014; Roettger, 2018; Simmons
et al., 2011). Regarding the case when the researcher ana-
lyzes multiple measures, corrections (such as the Bonferroni)
can be used to adjust the a-level to a more conservative
threshold and counteract the increase of Type I error. Multiple
testing problems are very common in phonetic studies in gen-
eral because, usually, multiple tests are conducted for multiple
different acoustic parameters. However, as for example in the
case of incomplete neutralization, the research hypothesis is
usually globally defined, i.e., any acoustic measure that signif-
icantly distinguishes voiceless from devoiced stops should
lead to the rejection of the null hypothesis that neutralization
of the final voicing contrast is complete. Thus, any additional
acoustic measure that is tested increases the probability of
finding a spurious significant result. This is a classic example
where correction of the a-level is needed. However, such a
correction is seldom done in phonetic research. In fact, except
for Roettger et al. (2014), all studies on incomplete neutraliza-
tion have tested several acoustic parameters and none of them
corrected for this type of multiple testing.

A less explored solution is to build a single hierarchical
model that accounts for the relationship between the acoustic
measures (Gelman, Hill, & Yajima, 2012). However, building
such a model is not always trivial, since it entails spelling out
precisely how the different measures are (or could be) related
to each other (e.g., some are biomechanically or mathemati-
cally related, others are not).

Regarding the case when the researcher has several alter-
natives for the analysis, this is problematic regardless of
whether researchers “p-hack”, that is try a number of different
analyses until they find a significant result, or they just explore
their data. However, since it is not possible to know ahead of
time for which measure an effect will appear, what will be the
right transformation of the dependent variable, and so forth,
each new model is a new comparison that inflates the Type-I
error (De Groot, 1956, 2014). Several possible solutions are
reviewed in Vasishth and Nicenboim (2016); in addition,
Simmons et al. (2011) provide some guidelines for both
authors and reviewers. When new data can be easily gath-
ered, an attractive solution is to treat studies as exploratory
until confirmed with new data (De Groot, 1956, 2014; Tukey,
1977). Once an analysis regarding measures, transformations,
covariates, outliers, and so forth is decided, a second confir-
matory study identical to the first one can be run. This can
be done either with a preregistered replication (Nosek, Spies,
& Motyl, 2012) or by gathering more data so that the full data-
set could be divided into two (e.g., Nicenboim, Vasishth,
Engelmann, & Suckow, 2018). We acknowledge that new data
cannot always be easily gathered; however, if all data and
code associated with a published paper are released, other
researchers can evaluate by themselves the robustness of
the presented findings. Platforms such as the Open Science
Framework ( http://osf.io/) can be useful for this purpose.
6.3. Adequate analysis

While we expect that the statistical analysis should be able
to answer our research question, this is not always the case.
Issues such as pseudoreplication (i.e., treating all the observa-
tions as independent), or aggregation either by participants or
by items are examples of decisions made by the researcher
that lead to invalid conclusions. This is straightforwardly solved
by using frequentist or Bayesian (generalized) linear mixed
models (Gelman & Hill, 2007; Pinheiro & Bates, 2000), which
have become standard tools that can take into account
sources of variance from participants and items simultane-
ously. An orthogonal problem is to try to argue for the absence
of an effect using null hypothesis testing (NHST). This is a
problem because NHST can only reject the null or fail to do
so, but it generally cannot find support for the null. However,
both the frequentist and Bayesian frameworks can address
this issue. From the frequentist perspective, one can reverse
the null and alternative hypothesis with the equivalence testing
approach (Stegner, Bostrom, & Greenfield, 1996) and argue
for the null hypothesis. From the Bayesian perspective, one
can use Bayes factors (Wagenmakers, Lodewyckx, Kuriyal,
& Grasman, 2010; and see the review in Nicenboim &
Vasishth, 2016), or establish a region of practical equivalence
(ROPE) around the null value which is assumed to be practi-
cally equivalent to the null effect (Kruschke, Aguinis, & Joo,
2012). However, all these methods, frequentist or Bayesian,
require the researcher to make a commitment as to the range
of values that count as representing the null or the smallest
meaningful effect size. In the case of investigating the commu-
nicative function of an acoustic difference, one could for exam-
ple define the range of values representing the null based on
the just noticable difference (Huggins, 1972).
6.4. Replicability

A single study in isolation cannot furnish any information
about the replicability of any novel result we find. While there
is value in conceptual replications (i.e., testing the underlying
hypothesis of an experiment using different methods), only a
direct or “exact” replication (i.e., repeating an experiment using
the same methods) can convincingly establish the robustness
of our findings. The idea behind a direct replication is very sim-
ple: Any researcher should in principle be able to obtain the
original result if they repeat the experiment using the same
method and materials, provided that power is sufficiently high
(see also Simons, 2014). When logistically feasible, we should
attempt to report direct replications of our findings or, better
yet, coordinate direct replications with different laboratories.
Only direct replications can verify (or falsify) the predictions
of our theories.

http://osf.io/
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6.5. Reproducibility

It is very important that published results are reproducible.
By reproducible we mean that the reader should be able to
take the authors’ data, and to regenerate the findings reported
in the paper. This is important for several reasons. First, the
reader can explore aspects of the data that may not have been
discussed in the published paper. Second, future generations
can build on previous work to incrementally synthesize the
acquisition of knowledge about a topic. Putting this suggestion
into the context of the present paper, available data and scripts
could have not only allowed us to estimate the effects for each
individual study more accurately, but also sped up our analy-
sis. One important tool for facilitating reproducibility is literate
programming: the use of tools like RMarkdown and knitr (Xie,
2014, 2015, 2017) to produce documented code that can be
released with a published paper and is available permanently
in a repository.
7. Concluding remarks

Since the amount of information provided by a single study is
limited, a scientific conclusion should be based on the totality of
the evidence available. Using incomplete neutralization in Ger-
man as a case study, we showed how quantitative evidence in
the phonetic sciences can be synthesized from several studies.
Our meta-analysis provides evidence in favor of incomplete
neutralization. Our meta-analysis also shows that there is insuf-
ficient evidence supporting the claim that confounds such as
orthography and location of the population are the main cause
of incomplete neutralization. In addition, we showed that some
of the often cited earlier studies were not entirely adequate to
address whether neutralization is or is not complete. These
findings have led us to propose several suggestions for improv-
ing the quality of future research on phonetic phenomena.
When conducting experimental studies, we should ensure that
our sample sizes allow for higher-precision estimates of the
effect; we should avoid the temptation to deploy researcher
degrees of freedom when analyzing data; we should focus on
estimates of the parameter of interest and the uncertainty about
that parameter by using adequate analyses for our data; and
we should allow other researchers to regenerate our results
by making scripts and data publicly available.

Within the last four decades or so, incomplete neutralization
has turned out to be a fruitful ground for methodological
debates that advanced methodological rigor and the critical
assessment of empirical findings within the phonetic sciences
tremendously. We hope that the present paper continues this
tradition and helps phonetics to grow further as an empirical
science.
Appendix A. Supplementary data

Supplementary data associated with this article can be
found, in the online version, at https://doi.org/10.1016/
j.wocn.2018.06.001.
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